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Abstract 

Network Intrusion Detection Systems (NIDS) are critical components of modern cybersecurity frameworks, designed 
to detect and mitigate malicious activities within networks. This study explores the application of Artificial Intelligence 
(AI) techniques, including Machine Learning (ML) and DL, for improving network security through accurate intrusion 
detection. Using the CIS-CICIDS2017 dataset, a comprehensive preprocessing pipeline involving data cleaning, SMOTE-
based balancing, Min-Max normalization, and feature selection was employed. The Random Forest (RF) model 
demonstrated superior performance with an accuracy99.90%, precision97.78%, recall97.08%, and an F1-score97.41%. 
Comparative analysis with Decision Tree (DT), Stacked LSTM, and AdaBoost models highlighted RF's robustness in 
detecting and classifying network traffic. Future research aims to optimize feature engineering and explore hybrid AI 
models for improved real-time intrusion detection in dynamic network environments.  
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1. Introduction

In today's interconnected world, uninterrupted network access is vital for both business operations and personal life. 
The rapid proliferation of electronic devices connected to the Internet has created an expansive attack surface, 
providing malicious actors with unprecedented opportunities to exploit vulnerabilities[1][2]. The challenge lies in 
effectively defending networks from both known and emerging threats, especially as the number of attacks continues 
to rise each year. NIDS have become an indispensable component of modern cybersecurity strategies, serving as the 
first line of defense against hostile activities on Information and Communication Technology (ICT) networks[3][4]. 

NIDS are designed to continuously monitor network traffic and identify suspicious behavior that may compromise the 
confidentiality, integrity, or availability of network resources[5]. These systems utilize sophisticated algorithms to 
analyze traffic patterns and detect anomalies, allowing them to respond promptly to potential threats[6]. Intrusion 
detection extends beyond external attacks to include internal misuse, ensuring comprehensive protection of network 
assets[7][8]. While traditional IDS relied on predefined rules and signatures, advancements in Artificial Intelligence (AI) 
have revolutionized their capabilities, enabling them to adapt to evolving threats and detect previously unknown attack 
vectors[9]. 

An integration of AI, particularly ML and DL, has transformed the landscape of intrusion detection[10]. The 
categorisation of regular and problematic activity is made possible by ML approaches that use feature engineering to 
identify meaningful patterns by network data. On the other hand, DL models, with their deep architectures, 
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automatically learn complex features from raw data, eliminating the need for manual feature engineering[11][12][13]. 
Despite their effectiveness[14], DL models are often criticized for being "black box" systems due to their opaque nature 
and vast number of parameters.[15][16] Nevertheless, the growing computational power of GPUs has made it feasible 
to deploy ML and DL-based IDS, resulting in remarkable accuracy and performance in detecting intrusions[17][4].  

As network security becomes a top priority for organizations, the role of AI-driven NIDS continues to expand. 
Enterprises now face sophisticated threats ranging from brute force and DDoS attacks to infiltration and insider 
threats[18][19]. Traditional security measures like firewalls, while effective at blocking external threats, fail to address 
internal attacks and advanced persistent threats (APTs)[20][21]. This is where AI-enhanced NIDS excel, providing 
dynamic, adaptive, and robust protection against an ever-evolving threat landscape[22]. By leveraging the power of AI, 
NIDS are not only capable of mitigating security breaches but also ensuring the resilience of networks in an increasingly 
digital world[23]. 

This study's objective is to create an AI-based Network Intrusion Detection (NID) system that enhances network 
security by accurately detecting and classifying network traffic. The study aims to address common challenges in 
network intrusion detection, such as class imbalance and complex attack patterns, by applying advanced preprocessing 
techniques and ML models. The goal is to build a robust solution capable of effectively mitigating cyber threats in diverse 
network environments. Main contribution of the study is listed below:  

• Develops an AI-based NID system that accurately detects and classifies benign and malicious network activities. 
• Implements a comprehensive preprocessing pipeline to handle class imbalance, data normalization, and 

feature selection. 
• Applies SMOTE to balance the dataset, ensuring that minority classes are well-represented, thus improving 

model reliability. 
• Uses Random Forest (RF) for effective classification, aggregating predictions to enhance accuracy and reduce 

model variance. 
• Provides an in-depth assessment of network intrusion detection using the CIS-CICIDS2017 dataset, offering 

insights into anomaly identification in realistic network environments. 

Structure of the paper  

The format of this document is as follows: ML methods for NID are reviewed in Section II. Section III details the 
methodology, including the CICIDS2017 dataset and model implementation. Section IV presents experimental results 
and model comparisons. Section V concludes and future research directions. 

2. Literature Review 

An overview of earlier research on network intrusion detection (NID) using AI methods to improve network security is 
provided in this section. 

In this study Sah and K, (2024), compared and tested two multiclass classifier algorithms—DR and RF—on the CICIDS-
2017 dataset, which is part of the ISCX Consortium's ML CSV data set, for the purpose of anomaly-based intrusion 
detection in network traffic. Decision Tree classifiers had accuracy scores of 0.99867 respectively, with execution times 
of 44.3 seconds and 8 minutes and 35 seconds, respectively [24].  

In this study Hu et al. (2024), the algorithm and a novel hybrid attention mechanism were both presented. Testing on 
the UNSW-NB15, CICIDS-2017, andCICIDS-2018 datasets confirmed an accuracy of 100%,99.79%, and98.10% for 
binary classification tasks, and 96.37%,98.12%, and99.06% for multiclassification problems [25]. 

In this study Arshad et al. (2023), examined a performance of classifiers on CICIDS-2017dataset using various feature 
selection/dimension reduction techniques. The best algorithm for a particular attack class was finally determined by 
comparing accuracy of the overall model for various attack classes, including DDoS, DOS) Web-based, Brute force, 
intrusions, scans, Bots, and Heartbleed. An outcome demonstrated that, with an accuracy of 99.91%, the XGBoost 
classifier with Boruta feature selection outperformed the other classifiers [26]. 

In this study Akoto and Salman, (2022), examined ML and DL intrusion detection and categorisation models. ML and DL 
models are trained and tested using the public CICIDS-2017 dataset. Three traditional ML models (LR, RF, the KNN) and 
three DL models (ConvlD, RNN, and a two-staged model) are used. An ANN is used for classification in the model, which 
is pre-trained using unsupervised DAE. At 99.5%, RF has the highest ML detection accuracy, while DAE-ANN comes in 
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at 98.7% for DL detection. Stepwise multi-classification is shown to be superior than the conventional single-stage 
multi-classification. In conclusion, RF outperforms DAE-ANN in classification, recording detection rates of 91.35% and 
84.66%, respectively [27]. 

In this study Atefi, Hashim and Kassim, (2019), used the most recent dataset, CICIDS-2017, to concentrate on anomaly 
analysis for IDS classification. Abnormality study for classification was carried out by this research utilising KNN for ML 
and DNN for Deep Learning. One result is the performance of ML and DL in classification as measured by MCC. When 
comparing the two classifiers, DNN's accuracy was 0.9293% and KNN's was 0.8824% [28]. 

In this study He et al. (2019), studied an intrusion detection method that uses a hierarchical progressive network 
topology and is backed by technologies such as MDAE and LSTM. By applying their MDAE model to the characteristics 
of traffic data, the testing findings reveal that the detection model's performance may be enhanced by a margin of 2% 
to 5% [29]. 

Table 1 presents a comparative analysis of existing studies on network intrusion detection (NID) leveraging Artificial 
Intelligence techniques to enhance network security. 

Table 1 Comparative Analysis of Network Intrusion Detection (NID) Using Artificial Intelligence Techniques 

Ref.  Objective Techniques Dataset Findings Limitations & Future 
Work 

[24] Anomaly-based 
intrusion detection 
in network traffic 
using ML methods. 

Decision Trees, 
Random Forests 

CICIDS-
2017 

Achieved accuracy and 
F1-Score 99% for 
random forest model. 

Higher computational cost 
for Random Forest. Future 
work could explore feature 
optimization and hybrid 
approaches for reducing 
execution time while 
retaining accuracy. 

[25] Introduced a hybrid 
attention 
mechanism with an 
enhanced algorithm 
for intrusion 
detection. 

Hybrid attention 
mechanism, 
Effective Channel 
Layer, Curve 
Space Layer 

UNSW-
NB15, 
CICIDS-
2017, 
CICIDS-
2018 

Accuracy for Binary 
Classification: 100%, 
99.79%, 98.10%; 
Multiclass 
classification: 96.37%, 
98.12%, 99.06%.  

Needs validation on more 
datasets and real-world 
deployment scenarios. 
Future research could 
examine generalization 
capabilities and real-time 
performance. 

[26] Evaluated classifier 
performance on 
CICIDS-2017 using 
feature selection 
techniques. 

XGBoost with 
Boruta feature 
selection 

CICIDS-
2017 

XGBoost Accuracy: 
99.91% 

For various attack 
classes (e.g., DDoS, 
DOS, Web-based, etc). 

Needs exploration of real-
time applicability and 
feature engineering for 
diverse datasets. Future 
work could focus on 
adaptive feature selection 
methods. 

[27] Compared ML and 
DL models for 
intrusion detection 
and categorization. 

LR, RF, KNN, 
Convolutional 
1D-CNN, RNN, 
Dense 
Autoencoder 
(DAE)+ANN 

CICIDS-
2017 

Random Forest 
achieved 99.5% 
accuracy, 
outperforming DAE-
ANN (98.7%). In 
categorization, RF 
scored 91.35%, while 
DAE-ANN achieved 
84.66%. 

DAE-ANN's performance in 
categorization was lower 
than RF. Future research 
could enhance DL models' 
generalizability and 
explore ensemble methods 
to combine ML and DL 
models for improved 
results. 

[28] Anomaly analysis 
for intrusion 
detection using 
updated dataset 
CICIDS-2017. 

K-Nearest 
Neighbors (KNN), 
Deep Neural 
Network (DNN) 

CICIDS-
2017 

DNN performed 
significantly better 
with MCC score of 
0.9293 compared to 

Future work could involve 
optimizing KNN and DNN 
models for real-time 
detection and exploring 
other DL methods like 
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KNN with score 
0.8824. 

transformers for better 
MCC scores. 

[29] Proposed a 
multimodal-
sequential intrusion 
detection approach 
with hierarchical 
progressive 
network. 

Multimodal Deep 
Autoencoder 
(MDAE), LSTM 

CICIDS-
2017 

Achieved 94% 
accuracy in binary 
classification and 88% 
in multi-class, with a 
2%-5% improvement 
leveraging multimodal 
traffic data. 

Requires validation across 
more datasets. Future 
research could explore 
scalability, multimodal 
data fusion, and 
improvements in LSTM 
models for real-time 
application and handling 
larger-scale traffic data. 

3. Research Methodology 

An aim of this study is to create an AI-based network intrusion detection (NID) system to enhance network security by 
accurately detecting and classifying network traffic. The results of the assessment will help to enhance the 
methodology's prediction for anomaly identification with the CIS-CICIDS2017 dataset, a comprehensive intrusion 
detection dataset created in a realistic network environment, simulating both benign and malicious traffic. Data pre-
processing begins with cleaning, which involves removing null values, duplicates, and noisy data while converting 
categorical labels to numerical form. To address the dataset's class imbalance, SMOTE is applied, generating synthetic 
samples for minority classes to ensure balanced class distribution. Data normalization is performed using Min-Max 
Scaler, which scales features to a range of [0,1] for consistent input to machine learning models. Feature selection is 
conducted to reduce dimensionality and enhance model efficiency, with the most important features identified through 
importance scoring. The dataset is then split into training and testing sets in an 80:20 ratio. A Random Forest (RF) 
algorithm is used for classification, leveraging an ensemble of DT to predict intrusion. The RF model aggregates 
predictions from multiple trees to lower variance and enhance accuracy. The methodology incorporates both data-
driven pre-processing steps and robust predictive modelling to optimize intrusion detection performance. The 
following is a full explanation of the data flow diagram phases, as illustrated in figure 1: 

3.1. Data Collection 

 

Figure 1 ML model flowchart for network intrusion detection. 

The Canadian Institute for Cybersecurity's 2017 CICIDS dataset is a popular tool for researchers interested in intrusion 
detection. It was built in a realistic network environment with a variety of hardware components and software 
operating systems, including Ubuntu, Mac OS, Windows, and firewalls. The dataset mimics the actions of 25 people who 
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inadvertently generate innocuous traffic using protocols including HTTP, HTTPS, FTP, SSH, andemail. Also included are 
typical attack scenarios from 2016, such as brute force, DoS, DDoS, infiltration, Heartbleed, botnet, and port scan 
techniques. The dataset, available as a CSV file on the University of New Brunswick’s website, is comprehensive but 
exhibits a significant class imbalance, with over 70% of traffic being benign and some attack types contributing less than 
1% of the total. 

The detailed explanations of eacg step in a flowchart are provided below. 

3.1.1. Data Preprocessing 

Data preprocessing entails nothing more than converting raw data into a more comprehensible format. Incomplete, 
inconsistent, duplicated, or noisy real-world data does occur [30]. Data preprocessing is a series of operations that 
transforms raw data into a processed and understandable form. The following pre-processing steps are listed given 
below:  

3.1.2. Data cleaning 

 Data cleaning involves identifying and addressing corrupt, inaccurate, or irrelevant records within a dataset or 
database[31]v. Data that is missing, inconsistent, noisy, or superfluous may be found and dealt with in this process by 
altering, deleting, or replacing it. When cleaning the CICIDS-2017 dataset, we remove any rows that include null values, 
duplicates, or empty cells (such as Inf or NaN). We then transform categorical information, such as labels, into numerical 
values so that machine learning algorithms may use them[32]. 

3.2. Data Balancing Using SMOTE 

An approach to rectifying unbalanced datasets, SMOTE (Synthetic Minority Oversampling Technique) involves creating 
synthetic samples for the minority class. It ensures a more uniform distribution of classes by generating new samples 
by interpolation between existing data points instead of duplicating them. This helps in making ML models more 
effective at tackling unbalanced classification problems[33].  

3.2.1. Data Normalization with MinMax Scaler  

Min-Max Scaler is a technique used for normalizing data by scaling features to a specified range, typically [0, 1][34]. The 
transformation is performed using the formula in equation (1). 

𝑋` =
𝑥− 𝑥𝑚𝑖𝑛

𝑥𝑚𝑎𝑥− 𝑥𝑚𝑖𝑛
    ……………(1) 

Where, 𝑥𝑚𝑎𝑥 and 𝑥𝑚𝑖𝑛 are the maximum and the minimum values for feature 𝑥, respectively [35]. 

3.2.2. Feature Selection  

Feature selection is a typical approach to reduce the issue of unnecessary and excessive features. Feature selection 
strategies often lower the data dimensionality for training[36]. Figure 2 displays the feature rating. 

The figure 2 displays the feature importance scores in a machine learning model. The x-axis lists the various features 
involved in the model, while the y-axis shows their respective importance values. The height of each bar indicates how 
significant a feature is in contributing to the model’s predictions. Features on the left side, such as "Bwd Packet Length 
Max" and "Average Packet Size," have the highest importance, while features towards the right have minimal impact on 
the model. This plot helps in identifying which features are most influential, aiding in feature selection and model 
optimization. 
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Figure 2 Importance score of each feature in CIC-IDS2017 dataset. 

3.3. Data Splitting  

In this study, Training and testing sets make up the CIC-IDS2017 dataset. Eighty percent of the dataset is used for 
training purposes, while the remaining twenty percent is kept aside for testing purposes. 

3.4. Prediction ML model for Network Intrusion Network (Random Forest): 

The RF algorithm is made up of many decision trees. A forecast is produced by each of these trees. Next, the algorithm 
takes into account the majority of these predictions to arrive at a judgement [37][38]. The capacity to handle outliers, 
the fact that it does not need scaling, and the fact that it can be used to both regression and classification issues are some 
of RF's benefits. One drawback is that this approach uses a lot of processing power since it works with a lot of decision 
trees, which makes model training take longer. Figure 3 provides a graphical illustration [32]. 

 

Figure 3 Graphical representations of Random Forest 

Mathematically, the RF algorithm can be represented as equation (2): 

�̂� =  
1

𝑇
∑ 𝑓𝑡(𝑥) 𝑇

𝑡=1        …………….(2)  

Where: 

• �̂�  is the final prediction. 
• T is the number of trees in the forest. 
• 𝑓𝑡(𝑥)  is the prediction of the t-th tree for input x. 
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Each tree 𝑓𝑡(𝑥) is built based on a subset of the data and a subset of features, leading to a diverse collection of models. 
The aggregation of these predictions reduces variance and improves model accuracy. 

3.4.1. Evaluation parameters  

This section details the evaluation metrics utilized to assess network intrusion detection models, including accuracy, 
precision, recall, and F1-score. With accuracy standing for the model's general correctness, precision for the percentage 
of true positives detected properly, recall for the model's capacity to catch all relevant outliers, and F1-score for a 
balanced statistic that harmonises recall and precision. 

3.4.2. Confusion Matrix. 

According to, a confusion matrix is a technique that may be used to analyse how well a classifier recognises tuples from 
distinct classes [39][40][41]. Figure 4 shows the confusion matrix graphically. The True-Positive and True-Negative 
values tell us when the classifier got the data classification right, while the False-Positive and False-Negative values tell 
us when the classifier got the data classification incorrect. 

• TP (True Positive): The quantity of information that has both positive predicted and positive actual value. 
• FP (False Positive): The quantity of information including both positive and negative predictive value. 
• FN (False Negative): For both the actual and forecast values, there is a large quantity of data. 
• TN (True Negative): The quantity of information having both a negative predicted value and a negative actual 

value. 

 

Figure 4 Confusion Matrix 

The efficiency of a dataset may be evaluated using these metrics: 

3.4.3. Accuracy 

Accuracy, which determines the ratio of expected observations to total observations, is the most straightforward 
performance metric. The following mathematical expression can be found in equation (3): 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁 

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁 
  ……………(3) 

3.4.4. Precision 

Precision may be defined as the degree to which actual observations match theoretical predictions. The corresponding 
equation (4) is shown below: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
TP

TP +  FP 
 …………..(4) 

3.4.5. Recall  

The capacity of the system to identify all current assaults is known as recall. Instead of counting real incursions, recall 
may be determined by looking at the total number of intrusions identified by the system. The equation (5) is shown 
below. 

𝑅𝑒𝑐𝑎𝑙𝑙 =
TP 

TP + FN  
  …………………. (5) 
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3.4.6. F1-Score 

As a whole, recall and precision make up the F1 Score. Both positive and negative values may be assigned to this variable. 
F1 is sometimes more helpful than accuracy, particularly in cases when the distribution of classes is unequal, even if 
this does not seem to be an accuracy at first glance. Down below, you can see the matching equation: 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 =
2 ∗ Precision ∗ Recall 

Precision+Recall  
  ………..(6) 

The following criteria are used to determine an algorithm's evaluation parameters, which include precision, recall, 
accuracy, and f1-score. 

4. Experiment Results Analysis and Discussion  

This section presents the performance outcomes of various network intrusion detection models applied in network 
security contexts. Table 2 compares the proposed RF model's effectiveness with other models using the CIS-CICIDS2017 
dataset. Measures like as accuracy, precision, recall, and F1-score are the main focus of the examination, which 
highlights the RF model's outstanding performance on these parameters. 

Table 2 Random forest model performance for network intrusion detection 

Model Accuracy Precision F1 – score  Recall 

RF 99.9 97.78 97.41 97.08 

 

 

Figure 5 Random Forest (RF) Model performance 

Figure 5 and Table 2 depicts the accuracy of Random Forest (RF) model for NIDS. The RF model provided very high-
level performance with accuracy of 99.90 %, precision97.78 %, F1-score97.41 % and recall97.08%. The above 
indicators prove that the RF model is efficient and reliable in terms of detecting and categorizing intrusions while 
maintaining a good precision-recall balance. 
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Figure 6 Random Forest (RF) Model performance as confusion matrix. 

The figure 6 depicts a confusion matrix comparing actual `y_true` and predicted `y_pred` class labels. Diagonal values 
represent correctly classified instances, with class `0` showing the highest accuracy (`209,350`). Other classes, such as 
`1`, `2`, `5`, and `6`, also perform well, with minimal off-diagonal misclassifications. The color gradient highlights value 
density, and red gridlines improve clarity. Overall, the matrix indicates strong model performance with room for minor 
improvements in reducing misclassifications. 

4.1.1. Comparative Analysis  

Using metrics like accuracy, recall, precision, and F1-score, this section compares the outcomes of the suggested model 
with those of other ML models. The results are summarized in Table 3 and visualized in Figure 6 as a bar graph for 
better clarity and analysis. 

Table 3 Comparision result using different ml models 

Models Accuracy Precision F1– score Recall 

DT [42] 99.59 99.87 99.32 99.59 

Stacked LSTM [35] 99.01 96.71 98.58 97.64 

AdaBoost  81.47 81.69 88.17 95.76 

RF [43] 99.9 97.78 97.41 97.08 

 

 

Figure 7 Comparison between different models based on network intrusion detection network security 

 



International Journal of Science and Research Archive, 2024, 13(02), 4014-4025 

4023 

In this comparative analysis of machine learning models for network intrusion detection using the CIS-CICIDS2017 
dataset, as shown in Table 3 and illustrated in Figure 7, the Decision Tree (DT) model stands out with the highest 
precision of 99.87%, F1-score of 99.32%, and recall of 99.59%, demonstrating exceptional performance across all 
metrics. The Random Forest (RF) model achieves the highest accuracy of 99.90%, with strong precision 97.78%, recall 
97.08%, and F1-score 97.41%, making it a highly competitive model. The Stacked LSTM model performs well, achieving 
an accuracy of 99.01%, a precision of 96.71%, recall of 97.64%, and an F1-score of 98.58%, showcasing a balanced 
performance. In contrast, the AdaBoost model exhibits the weakest overall performance, with an accuracy of 81.47%, 
precision of 81.69%, recall of 95.76%, and an F1-score of 88.17%, indicating issues with precision and accuracy despite 
its high recall. Overall, the DT and RF models emerge as the most reliable choices for network intrusion detection, with 
DT leading slightly due to its superior performance across all metrics.  

5. Conclusion  

Network intrusion detection is an important research direction of network security. The diversification of network 
intrusion mode and the increasing amount of network data make the traditional detection methods cannot meet the 
requirements of the current network environment. This study demonstrates the effectiveness of AI techniques, 
particularly the Random Forest (RF) model, in enhancing network intrusion detection. Through a comprehensive 
preprocessing pipeline and comparative analysis with other models, the RF model proved to be a reliable and robust 
approach for detecting and classifying network traffic. The results show that solutions powered by AI have the ability 
to improve network security. 

Future Work  

Future research will explore hybrid AI models, advanced feature engineering techniques, and validation on diverse 
datasets. Additionally, emerging methods such as transformer-based models and federated learning will be investigated 
to improve scalability, adaptability, and real-time detection capabilities for evolving cybersecurity challenges. 
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