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Abstract 

As a result of the e-commerce industry's explosive growth, credit cards are now frequently used for online purchases. 
In recent years, banks have faced a significant issue with credit card fraud (CCF) due to the difficulty in detecting 
fraudulent activity within the credit card system. Machine learning is the solution to the problem of CCFD during 
transactions. An analysis starts with a study of the Kaggle-provided CCFD dataset. There is a considerable disparity 
between the classifications in the dataset, which has 284,807 transactions total, of which only 492 are deemed 
fraudulent. The preprocessing methods are used to prepare the data, which includes the handling of the missing values, 
the detection of outliers, and the encoding of the categorical variables. Five different classification models are tested 
and evaluated employing different metrics like precision, F1-score, accuracy, and recall. These models are SVM, Random 
Forest (RF), Bagging, XGBoost, and DT. In terms of spotting fraudulent transactions, XGBoost is the model that has the 
highest accuracy rate of 99% among the others. To further strengthen the effectiveness and reliability of fraud detection 
systems, future research might investigate ensemble methodologies and integrate real-time data streams, guaranteeing 
thorough defence against financial crime. 

Keywords: Credit Card Fraud Detection (CCFD); Security; Financial Fraud; Dataset; Machine Learning. 

1. Introduction

The proliferation of online banking has coincided with an increase in the occurrence of suspicious financial transactions. 
Constantly, fraudulent individuals devise novel and impregnable methods to circumvent fraud detection systems. The 
act of deceit, which results in monetary benefit for the perpetrator, constitutes financial fraud. CCF stands as the most 
dominant type of financial deception[1]. The introduction of credit cards and the expansion of online shopping have 
brought about substantial conveniences for retailers and consumers alike[2]. Unfortunately, CCF has increased 
significantly since the start of the digital revolution. Globally, CCF poses a serious threat to financial organisations, as 
well as to consumers. It may include account hijacking, identity theft, and unauthorised transactions. Effective solutions 
are urgently needed for CCF, considering the financial consequences and the decline in confidence in electronic payment 
methods[3][4]. 

The disclosure of credit card information is imperative for safeguarding privacy. Phishing websites, loss or theft of credit 
cards, counterfeit credit cards, theft of card information, intercepted cards, and so forth, are all methods of obtaining 
credit card information. Avoid the aforementioned items for reasons of security. Online deception involves the remote 
execution of a transaction that requires only the card details. At the time of purchase, verification through a PIN, manual 
signature, or card imprint is not mandatory. Authentic cardholders are typically oblivious to the fact that their card 
information has been compromised or appropriated [5][6]. Any variations from the "usual" spending patterns may be 
readily identified by looking at the spending patterns linked to each card and detecting this kind of fraud. Eliminating 
successful credit card forgeries is most effectively accomplished through fraud detection through the analysis of 
cardholders' extant purchase data. The absence of access to the data sets and the non-disclosure of the results. Cases of 
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deception ought to be identified using the logged data and user behaviour that are readily accessible data sets[7][8]. 
Manual assessments are distinguished by their labour-intensive process, substantial financial investment, and 
vulnerability to human fallibility. As a result of advent of ML algorithms, the banking sector has begun to investigate 
more advanced and automated methods for detecting fraud. 

Credit card fraud is detected using a variety of techniques, such as ML, DL, and statistical methods[9][10][11][12]. Credit 
card transaction abnormalities are found and examined using statistical methods including clustering, regression, and 
hypothesis testing. Machine learning techniques, on the other hand, use algorithms to analyse previous data and identify 
fraudulent activities in real-time. Deep learning techniques use neural networks to recognise complex patterns and 
characteristics in large, complicated datasets autonomously, leading to very precise fraud detection[13][14][15]. 

Data imbalance, caused by an unequal distribution of fraudulent and non-fraudulent transactions in the dataset, is a 
major problem with CCFD. Biassed model results and ineffective fraud detection skills might result from this imbalance. 
The use of machine learning approaches such as data balancing, oversampling, under-sampling, and the synthetic 
minority oversampling technique (SMOTE) to handle unbalanced credit card fraud data has been addressed in several 
studies[16][17]. Still, a thorough investigation of these methods' efficacy is absent. 

CCFD relies heavily on supervised ML models and methods. In order to build a more powerful and precise fraud 
detection system, these methods combine several separate models. To improve overall prediction power and tackle 
issues like unbalanced datasets, ensemble techniques like bagging, boosting, and stacking are often used [18][19]. 
Ensemble methods enhance fraud detection effectiveness while decreasing the likelihood of false positives and 
negatives by capitalising on the strengths of many base models. Ensemble learning is a powerful and versatile method 
that may be used in the ongoing fight against credit card fraud[20]. In spite of these achievements, research on the 
computing efficiency of supervised ML models is essential. 

1.1. The contribution of the study  

Here are key research contributions from the examination of ML-based CCFD systems: 

 Comprehensive Data Preprocessing: Implemented extensive data preprocessing techniques such as 
handling missing values, detecting outliers, and encoding categorical variables, along with feature selection, to 
ensure high-quality data for model training and improved model performance.  

 Addressing Class Imbalance: Applied SMOTE to effectively address the significant class imbalance in the 
Kaggle Credit Card Fraud Detection dataset, ensuring balanced training data for the machine learning models.  

 Evaluation of Multiple Classification Models: Conducted a comparative analysis of five classification 
models—XGBoost, SVM, RF, DT, and Bagging—evaluating their performance in detecting CCF based on metrics 
like accuracy, recall, precision, and F1-score. 

 Performance Metrics and Visualization: Utilized confusion matrices and ROC curves to visualise and assess 
an efficacy of each model, providing a clear understanding of their strengths and weaknesses in fraud detection.  

 Superior Model Performance: Found that XGBoost achieved the highest accuracy (99%) among the models 
tested, while Bagging attained the highest F1-score (95%), highlighting the effectiveness of different models in 
specific performance metrics for CCFD. 

1.2. Structure of the study  

For the sections that follow, this study is organised as follows: The literature pertinent to our investigation is examined 
in Section 2. the study's methodology; Section 3 details the approaches used for conducting the research. In Section 4, 
discuss the intended results and evaluations of the study. Section 5 contains the results and future intentions of our 
research investigation. 

2. Literature Review 

CCFD is an area that has seen a number of academic investigations. CCFD has been a subject of many research 
investigations, some of which are shown below. 

In, Yuhes Raajha et al., (2023) concentrates on contemporary CCF practices and real-time fraud detection methods. 
Various ML algorithms, including FSVM, RF, LR, and SVM, were implemented to classify legitimate and fraudulent 
transactions on a dataset gathered from credit card users. CCFD scheme comparisons employing these classification 
models were executed with sensitivity, specificity, accuracy, and precision. Results from the comparison indicated that, 
among the algorithms tested, the FSVM performed best with a 98.61% accuracy rate[21]. 
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In, Geng and Zhang, (2023) presents a CCFD network that is unsupervised and uses dual adversarial learning. Our 
technique places an emphasis on taking both the original and intermediate characteristics into account at the same time, 
which is different from the traditional approaches to anomaly identification. The results show that our method 
outperforms state-of-the-art fraud detection methods with an accuracy of 0.9224, an F1 score of 0.9208, and an MCC of 
0.8456, as tested on the European cardholder dataset[22]. 

In, Singh et al., (2022) delves into the most recent developments and practical applications of credit card fraud 
prevention with machine learning. This document compares and contrasts four different ML algorithms based on how 
accurate they are. The Cat boost algorithm has been shown to have the highest success rate (99.87%) in identifying 
instances of credit card fraud. For the CCFD dataset, Kaggle was contacted[23]. 

In, Devika et al., (2022) identify cases of transaction fraud using a variety of ML-based methodologies and models. In 
this case, LR and similar algorithms are taken into account. The fraud will be identified by choosing the algorithm with 
the highest level of accuracy. With an accuracy of 0.99% or higher, the LR method would be able to detect fraud with 
ease. The administrator may easily submit a dataset to this web application for fraud detection after signing in and 
performing authentication[24]. 

In, Rai and Dwivedi, (2020) provides a way to detect fraudulent behaviour in credit card data employing NN-based 
unsupervised learning. The suggested technique achieves better results than the current methods of AE, LOF, IF, and K-
Means clustering. Compared to the state-of-the-art approaches, the suggested NN-based fraud detection system has a 
success rate of 99.87%. While comparing AE, IF, LOF, and K Means, the equivalent accuracy percentages are 97%, 98%, 
98%, and 99.75%[25]. 

In, Najadat et al., (2020) utilise the IEEE-CIS Fraud Detection dataset supplied by Kaggle to demonstrate a method for 
discerning between legitimate and fraudulent transactions. Our model is BiLSTM-BiGRU-MaxPooling, which is 
composed of a Bi-GRU and Bi-LSTM. Furthermore, six ML classifiers were implemented: LR, NB, Voting, Ada boosting, 
RF, and DT. In contrast to the outcomes produced by ML classifiers, our model demonstrated superior performance, 
attaining a score of 91.37%[26]. 

Table 1 Summary of the related work on Credit Card Fraud Detection with various approaches 

References Methodology Dataset Performance Limitations & research gap 

Yuhes 
Raajha et al., 
[21]  

 

Supervised 
classification using 
ML algorithms 

Dataset 
collected from 
credit card 
users 

When comparing FSVM 
with other methods, 
98.61% accuracy in 
identifying valid and 
fraudulent transactions 
was obtained. 

Lack of details on the specific 
characteristics and source of 
the dataset. Limited discussion 
on real-world implementation 
challenges. 

Geng and 
Zhang, [22]  

 

Unsupervised 
anomaly detection 
with dual 
adversarial 
learning 

European 
cardholder 
dataset 

Dual adversarial learning 
approach achieved an 
accuracy of 92.24%, 
surpassing existing fraud 
detection techniques. 

Absence of explanation on the 
interpretability of the model's 
decisions. Lack of exploration 
on generalisation to other 
datasets. 

Singh et al., 
[23]  

 

Supervised 
classification using 
ML algorithms 

Kaggle dataset Cat boost algorithm 
achieved the highest 
accuracy of 99.87% in 
detecting credit card fraud. 

Insufficient comparison with 
state-of-the-art techniques. 
Lack of transparency regarding 
dataset characteristics and 
potential biases. 

Devika et al., 
[24]  

 

Supervised 
classification using 
ML algorithms 

Credit card 
data 

Logistic Regression model 
attained 99% accuracy in 
fraud detection. A web 
application framework for 
fraud detection was 
proposed. 

Limited discussion on the 
scalability and efficiency of the 
proposed web application. 
Evaluation restricted to a 
specific dataset without 
generalisation analysis. 

Rai and 
Dwivedi, 
[25]  

Unsupervised 
Learning Using 
Neural Network 

credit card 
data 

Proposed NN-based 
method achieved 99.87% 
accuracy, outperforming 

Inadequate explanation of the 
computational complexity of 
the proposed NN architecture. 
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 existing unsupervised 
methods like AE, IF, LOF, 
and K-Means clustering. 

Evaluation conducted on a 
specific dataset without 
validation on diverse datasets 

Najadat et 
al., [26]  

 

Combination of 
BiLSTM, BiGRU, 
and ML classifiers 

IEEE-CIS 
Fraud 
Detection 
dataset 
provided by 
Kaggle 

BiLSTM-BiGRU model 
achieved 91.37% accuracy 
in predicting legitimate or 
fraud transactions. 

Limited discussion on feature 
engineering and selection 
process. Evaluation is confined 
to a single dataset without 
generalisation analysis. 

2.1. Research gaps 

There are three main areas where the studies that were given have not addressed the research needs. First, the 
difficulties of scalability, computational efficiency, and the interpretability of model decisions—all of which are 
important in the real-world application of the suggested fraud detection methodologies—do not receive sufficient 
consideration in most research. Secondly, the results cannot be applied to many real-life situations since the datasets 
used were not openly discussed about their biases and peculiarities. Finally, while evaluating the relative efficacy and 
practical application of their procedures, several publications fail to compare them with state-of-the-art methodologies, 
which is a crucial step. Closing these knowledge gaps will help push CCFD forward and encourage the creation of better 
detection technologies. 

3. Methodology  

An analysis of CCFD systems based on ML was performed in this research endeavour. A dataset utilised for this purpose 
was Kaggle's CCFD, which consists of 31 numerical features. A major class imbalance exists in the dataset since out of 
284,807 transactions, only 492 were found to be fraudulent. Several data preprocessing techniques were applied to get 
the data ready for the subsequent analysis. Encoding categorical variables, dealing with missing values, and labelling 
outliers were part of these activities. Besides, feature selection was performed to identify the characteristics that were 
the most important for the improvement of the model's performance. The challenge of class imbalance was solved by 
synthetic samples that were created through the SMOTE. Soon, the dataset was divided into two parts, 80% of which 
was used for training and 20% of which was used for testing. The performance of five classification models—XGBoost, 
SVM, RF, DT, and Bagging—was evaluated for their ability to detect CCF. To assess an efficacy of each model, confusion 
matrices were used to generate and visualise performance indicators like F1-score, precision, recall, and accuracy the 
overall process of CCFD system displays in Figure 1 data flow diagram. 

3.1. Data Collection 

The CCFD dataset from Kaggle was used in this study. This dataset contains thirty-one numerical characteristics. Out of 
the 284,807 transactions contained in the dataset, 492 were fraudulent while the other ones were authentic. 
Considering that just 0.173% of transactions were deemed fraudulent, it is clear that the sample is highly biased. 

3.2. Data Preprocessing  

"Data Pre-processing" means transforming raw data into a tidy dataset. Data collected from several sources is not 
always obtained in a processed manner, rendering it unsuitable for review. Preprocessing refers to the steps used to 
prepare the dataset for algorithm input. The following preprocessing methods are described below: 

 Handling missing values: To address missing values, there are several options. Options include using a 
sophisticated imputation approach, filling missing values with zeros or the mean, or removing occurrences with 
missing data [27]. 

 Outlier detection: Inconsistent data input, incorrect observations, or very extreme data points are common 
causes of outliers, which are data points that differ substantially from the main dataset. 

 Encoding Categorical Variables: Variables that may take on a small, defined range of values are called 
categorical variables. 

3.3. Feature selection 

Feature selection is an essential process in which the necessary elements are chosen from a given dataset in accordance 
with understanding. The dataset utilised in this study comprises numerous features, from which we selected only those 
that are essential for enhancing performance measurement. 
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3.4. SMOTE for Data balancing 

When working with datasets that display substantial class imbalances, sampling methods assume a critical role in the 
domain of CCFD[28][29]. Prominent among the methods utilised to generate synthetic samples within the minority 
class via interpolation between pre-existing instances is the SMOTE[30]. To mitigate the potential for overfitting caused 
by the inclusion of redundant cases in the training set, the SMOTE is implemented. Equation (1) is utilised by SMOTE. 

𝑥𝑠𝑦𝑛 = 𝑥𝑖 + 𝑥𝑘𝑛𝑛 − 𝑥𝑖)𝑥 𝑡  (1) 

An arbitrary number between 0 and 1 is denoted by t, while xi represents the feature vector and xknn signifies the 
KNN[31]. 

3.5. Train-Test split 

One of the most crucial aspects of a dataset for evaluating a model and understanding its traits is partitioning it into 
training and testing sets. There was an allocation of 80% of the data for training and 20% for testing in this report.

 

Figure 1 Data flow diagram for credit card fraud detection system 

3.6. Classification Models 

For this comparative study, compare various models like XGBoost, RF, DT, bagging, and support vector machines that 
present below: 

3.6.1. XGBoost 

Chen and Guestrin [32][33] suggested the XGBoost algorithm, which is based on the GBDT frame. The system's 
outstanding performance in Kaggle's machine-learning competitions has garnered significant attention. XGBoost, in 
contrast to the GBDT, prevents overfitting by incorporating a regularisation term into the objective function. This 
defines the objective function in Euq.2: 

𝑂 = ∑ L(yi, F(xi)) + ∑ 𝑅(𝑓𝑘) + 𝐶𝑡
𝑘=1

𝑛
𝑖=1   (2) 

The regularisation term at the 𝑘 time iteration is represented by 𝑅(𝑓𝑘), while 𝐶 is a constant term that can be omitted 
selectively. 𝑅(𝑓𝑘) represents the regularisation term in euq.3. 

𝑅(𝑓𝑘) = 𝛼𝐻 +
1

2
𝜂 ∑ w𝑗

2𝐻
𝑗=1   (3) 
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The complexity of leaves is denoted as 𝛼, the number of leaves is denoted as 𝐻, the penalty parameter is represented as 
𝜂, and the output result of every leaf node is denoted as 𝑤𝑗. The leaf node denotes the section of the tree that cannot be 
divided, and the leaves specifically show the expected categories based on the classification criteria. Also, XGBoost uses 
second-order Taylor series of the objective function rather than the first-order derivative used in GBDT. The objective 
function may be obtained by using the MSE as the loss function in euq.4. 

𝑂 = ∑ [𝑝𝑖
𝑛
𝑖=1 𝑤𝑞(𝑥1) +

1

2
(𝑞𝑖𝑤𝑞(𝑥𝑖)

2 )] + 𝐻 +                    
1

2
𝜂 ∑ w𝑗

2 … . . . . . .𝐻
𝑗=1    (4) 

𝑔𝑖 representing the first derivative of the loss function and ℎ𝑖 standing for the second derivative, and 𝑞(𝑥𝑖) standing for 
a function that allocates data points to their respective leaves[34]. 

The total loss value is the result of adding together all the individual loss values. The total of the loss values of the leaf 
nodes in the DT may be used to compute the final loss value, because samples correlate to them.  

3.6.2. Support vector machine (SVM) 

The SVM method is a member of the classifier family of supervised hyperplane-based algorithms, which includes 
parametric and discriminative classifiers [35][36][37]. SVMs aren't built to handle multi-class classification jobs; 
they're only good for binary classification in hyperplane-based situations. It is advisable to locate a hyperplane and 
algorithm that yields the highest margin while requiring the fewest number of points possible. 

3.6.3. Random forest (RF) 

A supervised ML method called Random Forest may be used to resolve problems with regression and classification. 
During the training process, it constructs multiple decision trees and determines the outcome through a majority vote 
in order to enhance accuracy and generate more dependable forecasts. In order to improve precision, the aggregation 
and entropy criteria of Bootstrap are implemented[38]. The random forest is calculated with Gini search in equ.5 and 
6. 

𝐼𝐺(𝑁𝑃 , 𝑎) = 𝐺𝑖𝑛𝑖 (𝑁𝑃) − ∑
|𝑁1|

|𝑁𝑃|

𝑐
𝑖−1  𝐺𝑖𝑛𝑖 (𝑁1) (5) 

𝐺𝑖𝑛𝑖(𝑁𝑝) = 1 − ∑ 𝑝𝑗
2𝑚

𝑗−1   (6) 

where Np denotes the amount of data present at node Np and |Ni| represents the amount of data at node Ni, 0 ≤ I ≤ c. 
denotes the number of distinct data labels at node Np, and Pj represents the proportion of data with the jth label relative 
to the total number of data at node Np. The letter "j" denotes the label's number. 

3.6.4. Decision tree (DT) 

The DT method has extensive use in the domain of ML. The algorithm is applied to a given dataset in order to perform 
regression or classification analysis. The algorithm partitions the data into multiple subgroups in accordance with a 
series of inquiries. The procedure commences at the root node, also referred to as the primary node, wherein every 
sample is stored. Multi-split or binary operations are employed to partition each node into secondary nodes[39]. 

3.6.5. Bagging  

Bagging is a technique whereby different classifiers are trained on different subsets of features and data to provide 
somewhat different classification hypotheses. After combining the classifiers, the ensemble is constructed. This 
approach enhances generalizability through the reduction of variance[40] [41]. 

3.6.6. Performance matrix 

The visualisation of the confusion matrix and the computation of precise performance metrics are imperative when 
assessing the efficacy of a data mining classification algorithm. These will facilitate the evaluation of individual method 
performance and the comparison of the performance of various methods. 

3.6.7. Confusion Matrix  

Actual classes versus predicted classes are listed in a confusion matrix in tabular format. A value of each quadrant 
corresponds to the quantity of samples. It facilitates comprehension of the models' predicted True Positives, False 
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Positives, True Negatives, and False Negatives. Hence, it facilitates an evaluation of a model's classification performance. 
Displayed below is a confusion matrix. 

 

Figure 2 Representation of confusion matrics 

 TP - True Positive: Denotes the positively labelled tuples for which the classifier provided an accurate label.  
 FP - False Positive: Denotes the affirmative tuples that the classifier erroneously classified.  
 FN - False Negative: is used to describe the negative tuples that the classifier mislabeled.  
 TN - True Negative: is used to describe the negative tuples that the classifier properly labelled. 
 Accuracy 

As a famous measure, accuracy is not useful when judging the performance of a collection that is not fair. It is the total 
number of correct guesses added up over all previous predictions. It is computed using equation (7): 

Accuracy =
TN + TP

TP + TN + FP + FN
  (7) 

 Precision 
A proportion of correct predictions is referred to as precision or positive predictive accuracy (PPA), calculated as equ.8. 

Precision =
TP

TP+FP
   (8) 

 Recall  
As a percentage of all hits, recall shows how many of them were correctly recognised. It is computed using the equation 
(9): 

Recall =
𝑇𝑃

TP+FN
    (9) 

 F1-score 
The F1-score is a measurement that takes into account both sensitivity and precision for a single factor. A higher number 
means there is more unity. Its range is from 0 to 1. It is determined using equation (10): 

F1 =
2∗(precision∗recall)

precision+recall
   (10) 

The ML models in this research were evaluated using these four metrics. The scores for each metric are given to help 
with decision-making and offer objective measurements for evaluating the models' performance. Additionally, to 
guarantee the models' performance level, we consistently checked the accuracy of using the CCFD approach. 

4. Result analysis and discussion  

A result of a comparative study across performance metrics like recall, f1-score, accuracy, and precision are provided 
in this section for the CCFD. A graphical representation of model performance like a ROC curve and confusion metrics 
are present in this section. 
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Figure 3 Confusion matrix for XGBoost model 

A XGBoost model's confusion matrices displays in figure 3 reveal that the model correctly identified 56,852 non-default 
transactions but missed 80 default transactions, with 40,000 non-default transactions incorrectly classified as default. 

 

Figure 4 ROC curve of Xgboost model 

Figure 4 illustrates the XGBoost model's ROC curve, which is 0.98. An AUC of 1 indicates perfect performance, so a value 
of 0.98 suggests the model is performing very well at classifying between the two classes. 

4.1. Comparative Analysis  

The results of comparing several credit card fraud detection technologies show that their efficacy varies across many 
performance metrics like recall, f1-score, accuracy, and precision. In This comparison, various models like SVM, RF, 
bagging, XGBoost, and DT. Table II shows the XGBoost model achieves high accuracy is 99% with 89% precision score.  

Table 2 Comparison between different models performance 

Models  Accuracy Precision Recall F1-core 

SVM[42] 94.9 95.9 95.1 95.1 

RF[43] 98   82  90  85 

DT[44] 88.16 95 81 87 

Bagging[15] 94 95 95 95 

XGBoost[45] 99 89 79 84 
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Figure 5 Bar Graph for comparison of accuracy  

Figure 5 shows a Bar Graph for comparison of different models' accuracy. According to overall efficacy in accurately 
identifying cases, XGBoost obtains the highest rate at 99%. Following closely behind is Random Forest with an accuracy 
of 98%. Bagging and SVM both demonstrate high accuracy at 94% and 94.9%, respectively 

 

Figure 6 Comparison of models Precision   

Bar graph for the comparison of models' Precision is shown in Figure 6. In this figure, Random Forest, decision tree, and 
Bagging achieve a higher precision score of 95%. XGBoost lags with a precision of 89%, suggesting a slightly higher rate 
of false positives. 

 

Figure 7 Bar Graph for comparison of Models Recall 

The above Figure 7 shows a Bar Graph for comparison of Models Recall. Bagging and SVM show the highest recall rates 
at 95%. The Decision Tree follows with 81% recall. XGBoost and Random Forest have lower recall rates (79% and 90%). 
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Figure 8 Bar Graph for comparison of f1-score  

The following Figure 8 displays a Bar Graph for comparison of a f1-score in different models. In comparison, bagging 
achieves the highest F1-score of 95% while XGBoost and Decision Tree demonstrate F1-scores of 84% and 87%. In 
comparison, evaluate the model's performance XGBoost's highest performance and achieve 0.99% accuracy, 89% 
precision, 79% recall, and 84% f1-score. 

A comparative research of various CCFD models, including SVM, Random Forest, Decision Tree, Bagging, and XGBoost, 
reveals significant differences in their performance metrics like precision, accuracy, recall, and F1-score. XGBoost 
outperforms other models according to overall accuracy, achieving a remarkable 99%, indicating its robust capability 
in identifying fraudulent transactions. However, it lags in precision (89%) and recall (79%) compared to models like 
Bagging and SVM, which both exhibit high recall rates of 95%. Bagging stands out with the highest F1 score of 95%, 
highlighting its balanced performance across all metrics. The ROC curve of XGBoost, with an AUC of 0.98, underscores 
its effectiveness in distinguishing among fraudulent and non-fraudulent transactions. This analysis underscores an 
importance of selecting the appropriate model based on specific performance criteria, as different models exhibit 
varying strengths and weaknesses in CCFD. 

5. Conclusion  

Credit card fraud is a major business concern. These frauds may cause major personal and company losses. As a 
consequence, companies are spending more money in developing innovative ideas and techniques for identifying and 
preventing fraud. A primary goal of this study was to investigate a range of ML algorithms that are designed to identify 
fraudulent transactions. The research utilised the CCFD dataset. Preprocessing entailed encoding categorical variables, 
managing absent values, and identifying outliers. On the basis of F1-score, accuracy, precision, recall, and SVM, RF, 
Bagging, XGBoost and DT performance metrics, five classification models were implemented and compared. XGBoost 
achieved an exceptional accuracy rate of 99%, establishing itself as the leading performer in the accurate detection of 
fraudulent cases. However, it is crucial to acknowledge certain constraints, including the possibility of overfitting 
stemming from the generation of synthetic samples and the dependence on a solitary dataset. Further investigation may 
be warranted into an integration of ensemble techniques and real-time data streams in order to enhance an efficacy of 
fraud detection systems. Finally, future studies may evaluate the model's capacity to scale to bigger datasets and keep 
up with increasing computing needs. To guarantee efficient processing as the dataset size increases, this strategy might 
make use of distributed computing or parallel processing. 
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