
* Corresponding author: Vaishali Akshitha

Copyright © 2023 Author(s) retain the copyright of this article. This article is published under the terms of the Creative Commons Attribution Liscense 4.0. 

Ideal/balance point clustering algorithm 

Sathya Narayanan * 

Research enthusiast, Chennai, India. 

International Journal of Science and Research Archive, 2023, 10(02), 618–625 

Publication history: Received on 25 October 2023; revised on 01 December 2023; accepted on 04 December 2023 

Article DOI: https://doi.org/10.30574/ijsra.2023.10.2.1006 

Abstract 

Generally clustering is one of the largest used ML techniques to group data points of similar type together. Mostly while 
grouping data points based upon few popular traditional clustering algorithms like KNN, K-means etc. only the 
magnitudes of those data points are considered. The deviation of those data points from a particular point said to be the 
center point or the balance point of the entire dataset is not considered that much, but Here in this Ideal Balance Point 
clustering algorithm the degree of deviation of all the data points from the balance point is primarily considered. By 
using such a methodology, we may be able to form clusters of data points based on their degrees of deviation from the 
Ideal Balance Point of the entire dataset. The Ideal Balance Point of the dataset is actually the centroid of the plane on 
which the datapoints are distributed. Here in the Ideal Balance Point clustering algorithm the user may also manually 
feed-in the Ideal Balance Point for the dataset based on the requirement or as per the practical idealness of the 
circumstance and nature of the dataset. Generally, this idea is derived from the theory that an object has all its’ mass 
equally distributed on the centroid. Hence the plane formed by the distribution of the data points is considered as an 
object and the centroid of it is assumed to be the point where the entire data points are directed into, but the ideal 
balance point for the data may also differ as per real life scenario, thus the feature of feeding in the balance point is also 
given in this Ideal Balance Point clustering algorithm. 

Keywords: Clustering Algorithm; Balance Point; Ideal Point; non-hierarchical clustering; Degree of Deviation from 
Ideal/Balance point 

1. Introduction

Clustering algorithms are normally used in various sectors of machine learning. A few real-life use case applications are 
customer segregation, medical imaging, social media analysis, friend suggestions in social media etc...Mostly all the 
clustering algorithms consider to use a common methodology to achieve the output clusters that is by grouping data 
points of same category together. A base point is fixed as per various assumptions and logics and keeping that particular 
point as base the clusters are formed. Here in this Balance point clustering algorithm the base point (balance point) is 
calculated based on the provided data set itself. One more important feature of this algorithm is that the ideal number 
of clusters are decided by the computer itself. The end user need not even specify the no. of clusters he/she needs. The 
need for specifying the seed point is also mitigated since any changes in seed point does not affect the output.  

2. Explanation of the methodology and logic

The basic logic behind the algorithm is at first we find the centroid of the given data points using the formula of centroid. 
The centroid is known to be the balance point as per the terminology of the Balance point algorithm. The formula to 
calculate it is as follows  

For simplicity let us assume that there are only 2 coordinates in the set of data points given then 
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Balance point = (a1 + a2 + ..... + aN/N, b1 + b2 + ..... + bN/N) 

Where a1,a2, ..., aN and b1,b2, ..., bN => coordinates of particular features in the set of data points given. 
N => total no. of data points in the entire dataset. 

 
The balance point which is assumed to be the ideal point or the coordinates under ideal condition may also be manually 
fed in by the user. If this is done then, 

Balance point = the coordinates of idealness fed in by the user 

After the calculation of the balance point we find the distance between the balance point and every single data point 
given in the dataset. As a next step all the data points are arranged in the ascending order based on their distance from 
the balance point (that is the data point which is least distant to the balance point is kept at first and the most distant 
data point from the balance point is kept at last). 

As the next step the distance between the second data point and the first and third data points are calculated. If the 
distance between the first and second data point is less than the distance between the second and third data point then 
the second data point is left to be in the group of first data point. If the distance between the second and third data point 
is less than distance between first and second data points then the first data point (also the data points preceding it if 
any) is left to be a cluster and the second and third data points along with the other data points following them is formed 
to be a group or a cluster. In other words, the data points which are located more closer to each other are set to be in a 
cluster and the data points located far away are set to be in another cluster. 

The above-mentioned process is started from the second data point which is obtained after arranging all data points in 
ascending order based on their distances from the balance point. The first data point is set to be in the first cluster by 
default so it is skipped since the cluster this data points is going to be present is decided by default. Now the above-
mentioned step of cluster breaking is carried out from the second to the second last data point obtained after the 
ascending order arrangement. The last data point is added to the last cluster itself. 

Finally the clusters are acquired after the breaking of the initially formed single cluster (ascending order arrangement 
of data points based on their distances from the balance point). 

These clusters are formed in such a way that data points having a similar range of deviation from the balance point and 
very close inter-distances between them are packed into a single cluster. By doing this it is ensured that the data points 
are grouped in an ideal manner and the ideal no. of clusters is obtained, so the no. of clusters also need not be specified 
by the user as mentioned before. 

2.1. Explanation with example 

To get more clarity on the above logic it will be better if a demonstration of the algorithm with an example is done. 
Consider 7 data points with 2 features as (15,45), (34,56), (7,12), (111,11), (9,999), (65,64), (1,1). Provided that there 
is no coordinates of ideal situation provided by the user for balance point then the balance point is calculated from the 
given dataset itself internally by the algorithm. 

Step 1 --> Calculate the balance point using the above mentioned formula such as :- 

Balance point = (15+34+7+111+9+65+1/7, 45+56+12+11+999+64+1/7). 

Balance point = (34.57, 169.71). 

Step 2 --> Calculate distances of each data point from the balance point. 

Distances of the data points from the balance point are :- 

i) for (15,45) => 126.23 

ii) for (34,56) => 113.71 

iii) for (7,12) => 160.10 

iv) for (111,11) => 179.15 
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v) for (9,999) => 829.68 

vi) for (65,64) => 110 

vii) for (1,1) => 172.01 

 

Step 3 --> Sort the data points in ascending order based on their distances. 

P1) 110 ----> (65,64) 
P2) 113.71 ----> (34,56) 
P3) 126.23 ----> (15,45) 
P4) 160.10 ----> (7,12) 
P5) 172.01 ----> (1,1) 
P6) 179.15 ----> (111,11) 
P7) 829.68 ----> (9,999) 
 
Step 4 --> Difference(P2,P1) < Difference(P2,P3), so P2 is allowed to be in same cluster along with P1. 

Next Difference(P3,P2) < Difference(P3,P4). Hence P3 is also allowed to be in same cluster along with P2. (Note that P1 
is already present in this cluster). 

Now as next step Difference(P4,P3) > Difference(P4,P5) hence contradicting to the first 2 cases the points P4 and P5 
which comes as the 2nd comparison set has a smaller difference, so here after point P3 a new cluster starting from P4 
is formed. 

Moving to next as Difference(P5,P4) > Difference(P5,P6) so here once again a new cluster starting from P5 is formed. 

Similarly Difference(P6,P5) < Difference(P6,P7) so P6 is added into the cluster where P5 is already present. 

Now since P7 is the last data point it is allowed to be present in the last cluster itself.         

Note: The first data point obtained after the ascending order arrangement is to be present as the first point of the first 
cluster by default as per the algorithm itself. 

The final clusters are  

 Cluster 1) (65,64), (34,56), (15,45) 

 Cluster 2) (7,12) 

 Cluster 3) (1,1), (111,11), (9,999). 

The ideal no. of clusters are grouped by the Balance point algorithm itself without any human intervention as mentioned 
above. 

 

Figure 1 Graph representing the data points of the above example and their respective clusters 



International Journal of Science and Research Archive, 2023, 10(02), 618–625 

621 

The above given figure shows the graph of the data points that we considered initially. It also shows the clusters 
obtained after clustering those points based on the Balance Point Algorithm. 

The same process which was demonstrated above will be used in finding the clusters of very large sized datasets too. 
The no. of features may also be either increased or decreased as per the dataset but still the process would be the same 
as above. The balance point will have same no. of coordinates as no. of features in the dataset. Similar steps will be 
followed to find the distances of each data point from the balance point too. 

2.2. Source Code  

The Source code for the above-mentioned Balance Point clustering Algorithm is written in Python language. The code 
shown in this section is a simpler version for the purpose of understanding the flow and working of the balance point 
Algorithm, the same code can be written in backend with a way to accept any no. of arguments and operate on them by 
using the *args and *kwargs logic of Python. The implementation of the code is as follows: - 
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3. Discussion 

The basic idea behind the balance point clustering algorithm is that instead of taking the closeness or proximity in-
between the data points, the level of deviation of the data points from a specific point said to be the balance point is 
taken. Traditional clustering algorithms work on the principal of clustering data points within close proximity but here 
the balance point clustering algorithm works on the principle of clustering data points having the similar deviation 
together. In other words the data points having a very close range of deviation from the balance point is clustered into 
a group. The practical use case of this algorithm which considers the degree of deviation can be done in the places where 
degrees of deviations of data points from a particular point play a major role. A real life example is food 
recommendations, where the degree of taste deviation from a particular point matters the most. Foods having similar 
tastes may be suggested to the users for purchasing since there is a high chance that the user might purchase it. 

 

Figure 2 Graph representing the ranges of degrees of deviation(imaginary) of each clusters of the above eg. 

The above graph represents the data points that was clustered in the example above and the circles in the graph indicate 
the level of deviation (imaginary). The data points falling under those level of deviation (if there were any) would be 
considered to be under the same cluster of those points already present in the cluster. To be more precise the pink circle 
denotes the range of cluster 1, green circle the range of cluster 2 and the blue circle the range of cluster 3. Since range 
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of the 3rd cluster is too large if there were any data points between the range of deviation of cluster 2 and cluster 3 there 
might be a separate cluster formed only for those data points. Hence the data points having the similar level of deviation 
from the Balance point within the deviation range are clustered together. In other words, the data points with a same 
range of distance from the calculated or manually fed in balance point irrespective of their presence of direction is 
considered to be under the same cluster. 

Thus the same logic implemented in this algorithm can be used for clustering large to very large datasets. The additional 
activity needs to be done is to create N no. of arrays and N dimensioned tables for performing the same activity upon 
datasets containing N no. of Features. 

4. Conclusion 

The Machine learning is a very rapidly used branch in the nowadays technology domains. There are a lot of new 
creativity and ideologies emerging in to this field and as a result of it there has been a lot of astonishing developments 
in this branch of computer technology. The balance point clustering algorithm which considers the degree of deviation 
from the balance point and also gives the user the convenience to either fix his own balance point or this algorithm also 
doesn't fail to calculate its’ own balance point based on the dataset enabling the user to be free from the tediousness of 
fixing the perfect balance point. Hence this balance point algorithm also adds a feather to the crown of creativity in the 
ML domain. The Algorithm specified in this paper either uses the Ideal data point coordinates for clustering (Ideal Point 
clustering algorithm) or it also uses the balance point which is calculated on its’ own (Balance Point clustering 
algorithm). The names may be referred as per the way of use it is used. 
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