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Abstract 

In today’s time the rate of heart disease is increasing at a very fast pace and because of that it is becoming the reason 
for major cause of deaths worldwide. It is very important to give treatment for heart disease or predict any such disease 
beforehand but there are some medical centers where experts lack appropriate or fair expertise to diagnose and treat 
the patient on time. So often they assume their readings and as a result, poor outcome is shown which sometimes lead 
to death of the patient. This paper identifies the relevant attributes of heart diseases using Boruta, Lasso and Ridge 
feature selection method. It also presents valuable insight on effectiveness of various machine learning algorithms to 
predict heart disease. The feature selection method reduces number of features and at the same time maintaining 
comparable accuracy of the model. Experimental results demonstrate that Boruta feature selection with Random Forest 
classifier outperforms all the other state-of-art methods used in this study. 
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1. Introduction

According to statistics from the World Health Organization (WHO), heart disease is the major cause of the mortality 
worldwide, resulting in around 17.9 deaths annually [1]. Heart attacks occur due to blockage in blood flow or an 
imbalance in certain health parameters. Individuals who have a high level of danger to get exposed to heart disease 
exhibit signs of elevated blood pressure, glucose and lipid levels as well as stress. The symptoms related to heart 
problems are somewhat similar or have same type of characteristics when compared with other illnesses and age-
related factors may further complicate the diagnosis of healthcare professionals, leading to delays in treatment. The 
timely and accurate prediction of heart disease, combine with early detection plays a crucial role in improving patient 
survival rates [2].  

When the heart and the blood vessels are affected, there is a possibility that it can lead to certain heart disease 
conditions. This includes how the fluid circulates in the body when it enters the bloodstream. The accurate diagnosis of 
such diseases is crucial and it is a difficult task which should be done efficiently and effectively. Medical experts play a 
vital role in making correct/accurate decisions which are essential for providing quality treatment to the patients [3]. 
Therefore, medical centers must provide training and guidance to healthcare professionals who may lack sufficient 
expertise in diagnosing these diseases. This training is necessary to ensure accuracy of all the important readings related 
to heart and other body parameters.  

The existing methods for the diagnosis and prediction of heart disease have certain limitations including the challenge 
of accurately predicting the diseases [4]. In order to address this issue, this paper aims to improve upon these 
constraints by utilizing the Boruta algorithm and machine learning algorithms to identify relevant features and enhance 
accuracy and predictability for heart disease. Boruta algorithm helps in identifying the most significant features from 
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the dataset, providing valuable insights into the factors that contribute to heart disease. To achieve this, a heart dataset 
was taken from UCI Repository, which serves as the basis for training and testing the machine learning models.  

Through this research, the goal is to overcome the limitations of existing methods by leveraging machine learning and 
feature selection techniques. By doing so, it is expected that the proposed approach will enhance the ability to predict 
specific conclusions in the diagnosis and treatment of heart disease, ultimately leading to more effective healthcare 
interventions. 

2. Related Work 

Numerous studies and analyses have been conducted to predict heart disease using various methods and machine 
learning algorithms. These studies have explored the accuracy of different algorithms and compared their performance. 
Avinashi Golande et al. [5] examined several machine learning algorithms, including Decision Tree, KNN, and k-means, 
for classifying heart disease. Their findings suggested that Decision Tree had the highest accuracy among the algorithms 
tested. They also concluded that by adjusting parameters and indicators, the efficiency of the Decision Tree algorithm 
could be further improved. Fahd Saleh Alotaibi [6] developed a machine learning model to compare five different 
methods. The classification algorithms Decision Tree, Logistic Regression, Random Forest, Naive Bayes, and SVM were 
evaluated, with Decision Tree being identified as the most accurate.  

Theresa Princy R et al. [7] employed Naive Bayes, KNN, Decision Tree, and Neural Network algorithms and evaluated 
the accuracy of these classifiers with different attribute counts. Nagaraj M Lutimath et al. [8] focused on the Naive Bayes 
and SVM algorithms for heart disease prediction. The study concluded that SVM outperformed Naive Bayes in terms of 
accuracy. Anna Karen et. Al. [9] applied combination of chi-square and Principal component analysis for identifying 
relevant features for heart disease prediction. Best results were obtained by random forest classifier after reducing the 
dimensions.  

In another study [10] authors have applied correlation and ANOVA feature selection method to improve the accuracy 
of classifier. Some of the feature selection methods applied for heart disease in literature are ReliefF [11], Minimum 
Redundancy Maximum Relevance Feature Selection (MRMR) [12], Genetic Algorithm [13], Cuckoo Search [14], chi-
square, Relief and Correlation model combined together [15] etc. It has been shown that feature selection [16] plays a 
vital role in enhancing the performance of the machine learning models as redundant features tend to degrade the 
performance of the model. To the best of our knowledge Boruta wrapper feature selection method has not been applied 
for heart disease prediction. 

3. Proposed Methodology  

The whole object about the implementation and analysis of the proposed ideology is to predict the major symptoms for 
the early detection of the existence of heart disease. In this approach, different machine learning algorithms, Logistic 
Regression, Naive Bayes, Random Forest Classifier, Extreme Gradient Boost (XGB), K-Nearest Neighbor (KNN), Decision 
Tree and Support Vector Machine (SVM) are used to predict the heart disease based on some health parameters. In this 
prediction analysis Receiver Operating Characteristic Area Under the Curve is also used as a performance metrics [9] 
which is used to determine the performance of the classification models. The ROC curve helps to showcase a plot that 
represents the relationship between the true positive rate (TPR) and the false positive rate (FPR) at various threshold 
settings. ROC AUC score in this study has helped to compare the performance of different models that are used in 
prediction for a better conclusion as this approach is a threshold-independent, reliable, and comprehensive metric that 
takes false positives and false negatives into consideration.  

To have a better accuracy and better result feature selection methods like Lasso [17], Ridge [18] Boruta [19] have been 
applied. Data is split into two categories that is training and testing data. It is split in such a way that for testing purpose 
25% data is utilized while for training purpose 75% data is taken into consideration.  

Different classification algorithms were analyzed namely Decision Tree, Random Forest, Logistic Regression and Naive 
Bayes based on their Accuracy, Precision, Recall and f-measure scores and identified the best classification algorithm 
which can be used in the heart disease prediction. The general framework for proposed methodology is given in Figure 
1. 
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Figure 1 General Framework of Proposed Methodology 

3.1.  Dataset  

The heart dataset from UCI repository [20] has been taken for predicting heart disease. The dataset contains 14 
parameters as given below in Figure 2.  

 

Figure 2  List of Parameters in the Dataset 
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3.2. Feature Selection Methods 

Three Feature Selection Methods have been applied on heart disease dataset in this study to identify the relevant 
features; namely Lasso, Ridge and Boruta. 

3.2.1. Lasso 

Lasso has been used to perform feature selection and improve model performance. It is particularly useful when dealing 
with datasets that have many features or when dealing with multicollinearity between features. The use of Lasso allows 
to select only the most important features for the model, improving model interpretability and reducing the risk of 
overfitting. The cross-validation is used to get the best alpha value for the model.  

During cross-validation, the data is divided into subgroups, and the model is trained on various combinations of these 
subsets to discover the alpha value that produces the greatest overall performance on the data. 

3.2.2. Ridge 

This method works by assigning weights to each feature, which helps in determining how much impact it has on the 
output. This method is particularly useful in cases where there are a large number of features, as it helps in reducing 
the number of features to only those that are most relevant to the problem at hand. 

3.2.3. Boruta 

This method is based on comparing the significance of original attributes with that of randomly attainable attributes 
and gradually eliminating unimportant features to balance the test. Boruta is a wrapper built around a random forest 
classification algorithm, which captures all important or interesting features of a dataset concerning the output variable. 
In this method duplicate copies of all independent variables are created and the values are shuffled to remove their 
correlations with the target variable. The resulting shuffled copies are called shadow features or permuted copies. Then, 
the original variables are combined with the shuffled copies, and a random forest classifier is run on the combined 
dataset to perform a variable importance measure. The algorithm then computes a ‘z-score’, finds the maximum ‘z-
score’ among shadow attributes, and tags variables as 'unimportant' or 'important' depending on whether they have 
importance significantly lower or higher than the maximum ‘z-score’. These steps are repeated for a predefined number 
of iterations or until all attributes are either tagged 'unimportant' or 'important'. 

4. Experimental Result and Analysis 

The whole idea of this analysis was to use different type of machine learning algorithms for heart disease in healthcare. 
To take out the classification algorithm that is the best for predicting heart disease, this study was conducted by 
implementing ML models. In order to identify the algorithm giving best accuracy a comparison on the different machine 
learning algorithms is performed in subsequent sections. 

4.1. Results and Analysis of Machine Learning Algorithms 

The accuracy, Precision, Recall, F1 -Score and Support obtained by applying various machine learning algorithms like 
Logistic Regression, Naive Bayes, Random Forest Classifier, Extreme Gradient Boost (XGB) , K-Nearest Neighbor(KNN) 
, Decision Tree and Support Vector Machine(SVM) classification techniques is shown in table 1. 

Table 1 Analysis of machine learning algorithm 

Algorithms Accuracy Precision Recall F1 -Score Support 

  0 1 0 1 0 1 0 1 

Logistic Regression      0.88 0.88 088 0.86 0.89 0.88 0.88 29 32 

Naïve Bayes 0.86 0.84 0.90 0.90 0.84 0.87 0.87 29 32 

Random Forest Classifier 0.88 0.89 0.88 0.86 0.91 0.88 0.89 29 32 

Extreme Gradient Boost 0.85 0.83 0.87 0.86 0.84 0.85 0.86 29 32 

KNN 0.70 0.68 0.73 0.72 0.69 0.70 0.71 29 32 

Decision Tree 0.86 0.84 0.90 0.90 0.84 0.87 0.87 29 32 

SVM 0.70 0.76 0.68 0.55 0.84 0.64 0.75 29 32 
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According to the table 1 the best accuracy on the given dataset is of 88% by Random Forest and Logistic Regression and 
lowest accuracy of 70% by KNN and SVM. Precision, Recall, F1-Score are best with Random Forest. Hence Random 
Forest is applied to evaluate importance of feature set selected in subsequent section. 

 

Figure 3 ROC Curve 

As shown by Fig 3 the ROC AUC score of the Logistic Regression and Random Forest Classifier is 0.8841 which is the 
highest. The lowest AUC Score is of 0.6977 reported by Support Vector Machine(SVM). So according to the above 
analysis if the disease is diagnosed correctly/accurately and if it is timely detected then it is extremely beneficial to cure 
patients and treat the suffering from the disease.  

4.2.  Results and Analysis of Feature Selection Methods 

4.2.1. Lasso Feature Selection method 

The ten features that are selected by Lasso are as follows; ‘cp', 'trestbps', 'chol', 'restecg' , 'thalach', 'exang','oldpeak ', 
'slope', 'ca', 'thal'. The accuracy obtained through these features with Logistic regression is 86%. 

4.2.2. Ridge Feature Selection method 

Based on feature importance depicted in figure 4, the top six features are -Features ‘cp’, ‘thalach’, ‘exang’, ‘oldpeak’, ‘ca’, 
‘thal’.  

 

Figure 4 Feature Importance 

As per observation from Figure 4, symptom of exercise induced angina (exang) is one of the worrying cause of the heart 
disease with more that 0.175 score. Angina in this is type of a pain in the chest which is caused by exercise, stress, or 
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other things that exerts the heart to a greater extent. In exang it is recorded as 1 if there is pain and 0 if there is no pain. 
The accuracy obtained with these features and Logistic regression is 85%.  

4.2.3. Boruta Feature Selection Method 

The Boruta Feature Selection method selects following features ‘age’, ‘cp’ , ‘ thalach’ , ‘exang’, ‘oldpeak’ , ‘slope’ , ‘ca’, ‘thal’ 
as relevant features with an accuracy of 88% with Random Forest. 

To conclude, this study indicates the Machine Learning models with feature selection techniques can be useful in 
understanding the important parameters for early prediction and timely diagnoses of the heart disease.  

5. Conclusion and Future Scope 

This study mainly focused on the use of data machine learning and feature selection algorithms on the proposed dataset 
which contained parameters related to the area of healthcare so that it can be easy to detect the heart disease. Heart 
disease is a serious disease which may cause death. The algorithms that were implemented are Logistic Regression , 
Naive Bayes, Random Forest Classifier, Extreme Gradient Boost(XGB) , K-Nearest Neighbour(KNN) , Decision Tree and 
Support Vector Machine(SVM). According to the analysis and implementation of these algorithms, it is that Logistic 
regression and Random Forest classifiers are the algorithms that has resulted with the highest accuracy of 88% and 
with the highest ROC AUC score of 0.8841. Based on this feature selection techniques (Lasso, Ridge, Boruta) which 
applies these two algorithms are experimented with to identify relevant and non-redundant feature set for heart disease 
prediction. Boruta feature selection method with Random Forest classifier has been found to outperform all other 
methods applied in this work. 

Further research work could focus on increasing or improving accuracy of classification models by adding more 
features. Datasets related to EEGs can also be analysed in future. 
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