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Abstract 

A very important part that must be addressed when developing web applications with a distributed approach is data 
synchronisation. The data can be used across multiple platforms, services, and business locations and remains constant 
in value. This review paper focuses on the various synchronisation techniques used with MySQL, MongoDB, and AWS 
Aurora databases which are some of the most popular ones in web-oriented architectures of the present day. It starts 
with explaining the three basic types of databases and their architectural models since these two factors play a role in 
the synchronisation process and different synchronisation techniques. It considers the trade-off between eventual and 
strong consistency models and their impact on application performance and user experience. Other hybrid 
synchronisation strategies that combine several databases are also considered for their potential value in improving 
data accuracy and resilience. It suggests development practices that would be useful to website developers and 
designers focused on achieving integrated data synchronisation across platforms and adding, the debate of how best 
practices in data management can be advanced in the context of global networks. 

Keywords: Distributed database; Data Synchronization; Distributed web apps; MySQL; MongoDB; AWS Aurora 

1. Introduction

With their great reliance on synchronisation and orchestration during benchmark runs, databases provide unique 
issues. This is particularly true in micro-service-oriented technologies and dynamic business models like DBaaS [1][2]. 
Database benchmark setup or, in the case of DB as a Service, the possibility of having to study multitenancy concerns, 
both of which need synchronisation. Interference effects will be produced when separate database instances execute 
simultaneously on the same node or cluster [3]. For this reason, it is important to include and enforce appropriate 
synchronisation points to guarantee that all deployed DBs start their measurement phase simultaneously [4].  

Database synchronisation ties into the evolution of database technologies over the past three decades[5]. Numerous 
database systems have been put out for various applications and dataset sizes. Big data presents unique issues in terms 
of both diversity and size, which are clearly beyond the capabilities of traditional relational database systems [6]. The 
MYSQL database is quickly becoming the go-to for handling large data issues because of its simple API, eventual 
consistency, schema-free nature, and ability to accommodate massive amounts of data[7]. 

While relational databases like MySQL and Amazon Aurora offer foundational solutions in structured data management, 
they have adapted to integrate features for modern demands[8][9]. MySQL is document-based, yet it is organised like a 
relational database, with tables and columns. MySQL stores information as documents using key-value pairs; it is not a 
relational database [10]. Database developers may use document-based MySQL to manage SQL relational tables and 
JSON collections without schema. Users have the most leeway when creating NoSQL and conventional SQL relational 
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applications using document-based MySQL [11]. Document database applications that do not rely on schemas; hence, a 
distinct NoSQL document database is unnecessary [12].  

Regarding cloud computing, one of the most unique aspects of Amazon Aurora[13], a relational database management 
system inside AWS[14], that sets it apart from other relational databases is its ability to offload redo processing to a 
multi-tenant scale-out storage service that was specifically designed for Aurora. This way, network traffic is reduced, 
crash recovery and checkpoints are avoided, data loss is prevented during failovers to replicas, and database 
participation is avoided during fault-tolerant storage's healing process. Distributed consensus techniques for commits, 
reads, replication and membership modifications would be used in traditional distributed storage implementations, 
increasing the underlying storage cost [15].  

The following paper is organised as: Section II provides the Background of Web Applications for Data Distributed, 
Section III gives the Database Architectures for Distributed Systems, Sections IV, V and VI discuss the Synchronization 
Strategies for MySQL, MongoDB and Amazon Aurora, Section VII provide the Literature Review and Section VIII give the 
Conclusion and Future Work. 

2. Background of Web Applications for Data Distributed 

A database is just a collection of data that has been organised somehow. Database management systems manage all 
aspects of databases, including data, transactions, issues, and more. The first database management system was a 
relational database that used SQL. The most recent fad in business is the NoSQL database, which is not relational [16]. 

There is a growing demand to transition from SQL-Like to NoSQL DB Sable to effectively handle massive amounts of 
diverse data across various industries and fields, such as smart cities, industry 4.0, marketing, transportation, 
healthcare, genomics, and more, due to the arrival of future Internet applications[17][18]. As a result, a great deal of 
research and literature has been developed to compare and contrast SQL-like and NoSQL database systems [19]. 
Distributed applications face a data management challenge due to the ever-increasing volume of data generated by 
modern Web and software services. Because of this, non-distributed RDBMS is not widely used. Figure 1 displays the 
CAP theorem that Eric Brewer proposed to meet this restriction. The following three qualities cannot be concurrently 
provided by a distributed storage system, according to the claim [20]: 

• C as Consistency: Every node in a distributed storage system has to see the effects of any changes made to the 
system. 

• A as Availability: There is no downtime in the storage system's ability to fulfil requests. 
• P as Partition-tolerance: If network issues arise, the storage system will continue functioning and reply to 

enquiries. 

 

Figure 1 CAP Principle 

All databases have had to adapt to the new reality of massive data produced by web-based applications. Cloud databases 
seem to be an excellent choice for managing this kind of data. In addition, not every business can afford to manage its 
own databases via the costly infrastructure of a data centre. A new age of databases is dawning with the meteoric rise 
of cloud databases. Even though cloud databases do not meet ACID standards, they may manage heavy loads from online 
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applications[21], that do not need such assurances. Features and ideas like as schema-free databases, easy application 
programming interfaces, eventual/timeline consistency, scalability, synchronous/asynchronous replication, etc., are 
shared by both [22]. Each database, however, has its specific API, query interface, data model, and database operations. 
For the sake of their improved development, these ideas should be standardised. Relational databases primarily 
facilitated the management of transactional data. In subsequent years, data mining applications saw relational database 
analytics features introduced by market players like Oracle and IBM[23][24]. Many databases, including object-oriented 
databases and column databases, entered the market in the meantime. However, the relational databases were too 
strong for them to overcome. Then, the web 2.0 apps and the Internet revolution generated vast amounts of 
unstructured and sparse data. Using RDBMS to manage large, sparse data collections with poorly specified schemas is 
impossible. As Cloud databases, NoSQL databases were defined by the need to store and handle such massive amounts 
of data[25]. The RDBMS and NoSQL database comparison are shown in Table 1. 

Table 1 Comparison of RDBMS and NoSQL databases 

RDBMS NoSQL Databases 

Data within a database is treated as a "whole" Each entity is considered an independent unit of data and 
can be freely moved from one machine to the other 

RDBMS supports centrally managed architecture. They follow distributed architecture. 

They are statically provisioned. They are dynamically provisioned.  

It is difficult to scale them. They are easily scalable. 

They provide SQL to query data They use API to query data (not feature-rich as SQL). 

ACID (Atomicity, Consistency, Isolation and Durability) 
Compliant; DBMS maintains Consistency.  

Follow BASE (Basically Available, Soft state, eventually 
consistent); The user accesses are guaranteed only at a 
single-key level. 

They support online Transaction Processing 
applications. 

They support Web 2.0 applications. 

ORACLE, MySQL, SQL Server etc. are popular RDBMS. Amazon Simple DB, Yahoo's PNUTS, CouchDB etc. are 
popular NoSQL Databases. 

2.1. Selection of Database for Distributed Systems 

2.1.1. SQL Database 

SQL Database stores data according to the relational data model. Data is organised in a tabular fashion using rows and 
columns in this paradigm. There is a way to connect related tables. Database management systems such as MySQL, 
Oracle, SQL Server, and others are accessible. 

2.1.2. NoSQL Databases 

The non-relational data paradigm is followed by NoSQL. Data in many formats, including documents and graphs, may 
be stored schema-free using a non-relational paradigm. The capabilities of NoSQL make it a viable option for data 
storage, including horizontal scalability, schema-less storage, and support for unstructured data [26].  

Among various databases, selecting the appropriate one is essential from the perspective of distributed applications. 
The next section discusses the variations among different database types [27]:  

2.1.3. Scalability 

SQL databases provide for vertical scalability, but NoSQL databases may scale horizontally. "Vertical scalability" means 
that a single node may enhance its performance by directly adding more memory or processors. 

• MySQL generally accommodates vertical scaling, resource addition of the same node which could allow 
moderate growth but has constraints within distributed environments. With horizontal scaling, 

• MongoDB can add nodes to share the load, hence making it suited for dynamic IoT applications that are targeted 
to grow in the future without heavy financial investments at the start. 
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• AWS Aurora which is also compatible with MySQL supports horizontal scaling and allows automatic adding of 
read replicas in different Availability zones taking advantage of both ordered principles and distributed 
dynamics. 

2.1.4. Data Retrieval 

A faster data retrieval function will be necessary when a user needs to get data from a database for further processing. 

• MySQL employs JOIN to code different tables, which complicates the task of dealing with intensive queries. 
• MongoDB, related entities are kept and retrieved within documents, which are faster and do not utilise joins.  
• AWS Aurora, although being relational on the level of MySQL, provides optimised cache layers and enhanced 

speed of replication, contributing to faster data retrieval suitable for highly demanding distributed 
environments. 

2.1.5. System Maturity 

Most of the problems have been resolved since SQL is an experienced technology. The SQL includes security features 
such as authentication, data confidentiality, and integrity. 

• MySQL has been around for quite some time and is quite mature and secure, offering great features like 
authentication and data integrity, which makes it well-suited for sensitive applications as well. 

• MongoDB, on the other hand, is constantly evolving but is currently missing some of these conventional security 
measures and could need further protection regarding sensitive information. 

• AWS Aurora is a mix of maturity offered by MySQL and modern security capabilities from AWS, such as 
encryption and IAM integration, making it excellent suited for scalable modern distributed systems. 

3. Database Architectures for Distributed Systems 

The technology known as the Distributed Database (DDB) System is a hybrid of two very different techniques for data 
processing: databases and their networking. Many variables are involved in this method [28]. Data allocation, 
fragmentation, and duplication are among the most prevalent. The term "distributed database" describes a system in 
which many databases are physically located at different places and linked together over a computer network. 
Distributed database systems aim to fool end users, terminal emulators, or user terminals into thinking the system is 
centralised. 

 

Figure 2 Distributed Database Architecture 

Database management systems that are distributed are responsible for overseeing the operations of databases that are 
distributed. The Distributed Database design is shown in Figure 2. 
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3.1. Types of Distributed Databases applications 

In general, there are two categories of Distributed Database Systems[29]: 

• Homogeneous Distributed Database Systems: DBMS store and retrieve data from several servers that share the 
same hardware, operating system, and database schema as the physical database. 

• Heterogeneous Distributed Database Systems: Different sites within these systems may use various DBMSs, 
operating systems, and hardware, all based on distinct physical database schemas. You may access data stored in 
various places since these database systems are continually networked.  

3.2. Advantages of Distributed Databases  

Distributed databases have several benefits, some of which are: 

• Robust– The operation of other parts of the organisation will not be impeded by a problem in one section. 
• Security- Access may be limited so that only authorised staff members can access their respective databases.  
• The bandwidth cost is decreased as a result of less network traffic.  
• If the business network is momentarily down, the local database can still access the data.  
• High Performance– There is no network bottleneck since queries and updates are mostly performed locally.  
• Rather than affecting the whole organisation, mistakes in distributed systems are more easily contained at the 

local level 

3.3. Requirements of Future Distributed Systems 

• Several critical needs of distributed computing systems must be met by any environment that facilitates the 
creation, deployment, and administration of distributed applications. This environment must also be service-
based and built on architecture. m. Some general criteria that think are crucial are as follows. While they have not 
started explicitly addressing all of these criteria, they have influenced our study. Here are a few examples [30]. 

• Despite concerns about price and performance, other factors, like transparency and reusability, will be crucial. 
• The distributed environment's services must facilitate creating and maintaining distributed applications as sets 

of interdependent peer components [31]. Development tools and languages will be necessary to facilitate the 
synthesis of components to create complicated applications tailored to individual users.  

• Current programs and services will need to adapt instead of being rebuilt to facilitate the transfer of legacy apps 
to a completely distributed environment [32]. Current apps and services need to be able to communicate with 
dispersed apps and services. 

• Future technologies, including high-speed networks, will need adaptable dispersed settings. Administrators of 
computer systems shouldn't have to settle for the "lowest common denominator" when it comes to the services 
and technology available to them. 

• for security and privacy. Authenticated access to data and computer resources is a top priority for most 
companies. Controlling who may access what in centralised settings is easier with clear authorisation and access 
policies. 

4. Synchronization Strategies for MySQL 

The data stored in the same network is distributed on different nodes in the distributed database system. How to 
synchronise the database information of each node is the key problem to be solved. Unless all the nodes obtain the 
synchronised information in the database, distributed database may sustain integrity[33]. The platform would have a 
negative impact if the data is not synchronised. So that, data synchronisation is the thing must firstly solve in the 
distributed database system. Various strategies are discussed below for data synchronisation in distributed web 
applications[34]:  

4.1. Single Master and Multi-Master replication 

The replication technique ensures that data is consistent across databases by duplicating and distributing objects and 
items from one database to another [35]. Data consistency may be automatically achieved via replication, a coping 
mechanism for databases and a component of object database management on a computer network. This replication 
approach allows data transmission to remote locations over internal and local network connections[36]. Database 
processing across several servers, online transaction processing, and DSS (Decision Support System) are only a few 
examples of how replication facilitates application performance and dissemination of biological data according to its 
intended usage. Database reliability may be enhanced by using this approach to distribute data to many servers[37]. 
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4.1.1. Single Master Replicated Technique  

This method uses one computer as the master and another as the slave. This action will include the server computer 
accessing and writing to the database [38]. Comparatively, the slave computer will just access the database for reading 
purposes. Automatic replication of changes made to the master to the slave is a key feature of this system. Master 
database will not be affected by changes made to slave database[39]. 

4.1.2. Multi-Master Replication  

Two computers are involved in this process; one acts as the master server, and the other acts in the same capacity. Every 
computer will be able to access and update the database in the next year. Changing anything on controller server will 
affect master server two as well. The same holds for the master server database; any changes made to that database will 
instantly reflect on the other database. Both master 1 and 2 will therefore be able to update and contribute to the 
distributed database. Figure 3 shows the Multi-master Replication. 

 

Figure 3 Multi-master Replication 

4.2. MySQL Cluster 

Figure 4 depicts MySQL Cluster, a technique that offers auto-sharding and shared-nothing clustering for the database 
management system. There isn't a weak link in MySQL Cluster. The architecture prioritises high availability, low latency, 
and throughput with the capacity to scale almost linearly. Each data node in MySQL Cluster may accept write operations, 
and the system is designed to work as a distributed multi-master database, so any changes made by an application or 
SQL node are immediately accessible by all other nodes in the cluster[40]. 

Read/write demanding workloads, accessible via SQL and NoSQL interfaces, may be served by MySQL Cluster's 
horizontal scaling on commodity hardware with auto-sharding. The ability to add nodes to a live cluster with minimal 
downtime, automated data partitioning with load balancing, and support for both in-memory and disk-based data 
enable linear database scalability to manage the most unexpected workloads. To ensure the system can continue to 
function if a node has an issue, such as a network outage, it comprises several nodes dispersed between devices[41]. 
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Figure 4 MySQL Cluster Environment 

5. Synchronization Strategies for MongoDB 

MongoDB is a free and open-source database that focuses on documents. The code is written in C++. In 2007, the 
software business 10gen created it to serve as a service for other programs. The next year, in 2009, the business shifted 
its focus to open-source development. Many websites have been using MongoDB as their backend software since then. 
Although it differs from RDBMS, the document database model uses some structures comparable to RDBMS [42]. Figure 
5 displays the MongoDB Sharding. 

 

Figure 5 Sharding of MongoDB 

5.1. Types of MongoDB 

Relational, Graph, Key, Queue, FTS, Reduce, and other database types are "as opposed to" this. Topics covered include 
indexing possibilities, data organisation about query patterns, coding for polymorphic objects, and client-side manual 
joins. Similarly, MongoDB's Replica Sets and Sharding feature emphasise the use of several servers 
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5.1.1. Sharding in MongoDB 

The Query Routers or Mongos and Config Server are the primary tools for implementing sharding in MongoDB. Auto-
sharding and shard balancing are features of MongoDB. By using Query routers and Config servers, Shard Clusters 
ensure the smooth operation of all processes.  

5.1.2. Query Routers 

The application server uses this procedure to determine which shard should execute a query. It then provides the result 
after processing the query to the relevant shard. There might be more than one query router on a single shard cluster. 
If necessary, it spreads the workload of client-requested queries. Query routers are responsible for processing all 
queries. 

5.1.3. Config Server 

Shard metadata, also known as mapping information, is stored by the configuration server. With this data, a query router 
may direct the query to the correct shard for processing. A 3 Config server has to be accessible to make changes to or 
build a new shared cluster. Information from sharded clusters becomes read-only if the number is less than 3. For a 
single-sharded cluster to move or divide shards, at least three configuration servers must be operational. A technique 
called Balancer is also included in Sharding [43]. 

5.1.4. Change Data Capture (CDC) 

Data must be synchronised whenever it changes. The data synchronisation component of the web service adapter 
module is responsible for achieving this function: The source database and data synchronisation: 

• The capture component obtains the incremental update log table and sends it to the source database.; 

• While synchronising data, either manually or by event-driven transmission, use the Purpose Insert Book method 
of the Purpose Insert Book class to ensure it is being saved in the central database. This approach is a rational 
procedure for synchronising data. Used in synchronous are the synchronised data table and the source log table. 

• Notify the central database of the successful synchronisation and then remove the incremental synchronisation 
log table. 

• The capture component sends the incremental update log table to the central database. 

• In addition to calling the source insert book method in the source database, data synchronisation may be 
accomplished by event-driven transmission. The procedure follows a rational pattern of data synchronisation. 
Database type, purpose log table, synchronised data table, and table information will all be used synchronously; 

 

Figure 6 Change Data capture using Web Technologies 
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Figure 6 shows the synchronisation sequence; after a successful synchronisation, you should get a notification from the 
source database and be able to remove the incremental synchronisation log table that corresponds to it[44]: 

5.2. Applications of MongoDB 

The following content management system uses MongoDB as its back-end, as shown below [45]:  

• Node.js and MongoDB were used to construct this system. 
• Node.js and MongoDB are also used in the construction of this system. 
• The front end is built using PHP. 
• It's a free and open-source Rails content management system.  
• Forward is an open-source e-commerce platform. Strong templates are supported. 
• The back-end database is MongoDB.  
• To keep track of its billions of photographs, it used MongoDB.  
• All of the information is stored and processed automatically using MongoDB.  

• For search recommendations, it utilises MongoDB 

6. Synchronization Strategies for Amazon Aurora 

Amazon Aurora is a relational database service that excels in cloud settings. It is compatible with MySQL and PostgreSQL 
and offers great performance. Companies may concurrently enable read/write activities across multiple database 
instances by setting Aurora up as a multi-master cluster [46][47]. The distributed design of this system improves speed 
and makes it more resilient by reducing the effect of any node failures. By using the Aurora API, crucial components like 
as failover, scaling, and load balancing can be easily managed inside the multi-master cluster. This guarantees that the 
cluster will remain available and scalable regardless of load fluctuations or unforeseen occurrences.  

6.1. Aurora Replicas 

The design of the Aurora replicas is seen in Figure 7. Aurora allows for the mounting of shared storage volumes by a 
single writer and up to fifteen read replicas. So, read replicas don't cost anything extra regarding storage consumption 
or disc write operations. All read replicas get the log stream the writer sends to the storage nodes to keep latency to a 
minimum. The database processes each log record individually as it consumes this stream of logs in the reader. 

 

Figure 7 Aurora Architecture 

A page in the reader's buffer cache may have the specified redo operation applied to it using the log applicator if the log 
record specifies that it should be executed. Failing that, the log entry is just discarded. Regarding the writer's point of 
view, which recognises user contributions independently of the replica, it is important to note that replicas consume 
log data asynchronously. 



International Journal of Science and Research Archive, 2023, 09(01), 779-793 

788 

Two crucial principles are followed by the replica while applying log records. 

• Log records will only be used if their LSN is equal to or lower than the VDL. 
• To ensure the replica has the same view of all objects in the database, the log entries that are part of a single mini-

transaction are applied atomically in its cache. Each copy follows the author's work by a little margin in practice. 

6.2. Amazon Aurora Global Database 

Applications built for AWS's globally dispersed cloud may use Amazon Aurora Global Database. Its capacity to fail over 
to another AWS region is how it offers high availability and database resilience. It comprises of one main and up to five 
subsidiary regions in a global database cluster, enabling a database to span numerous regions. The primary area is 
capable of reading and writing, whereas the second zone is limited to reading. Figure 8 depicts the architecture of the 
Amazon Aurora Global Database. 

 

Figure 8 Amazon Aurora Global Database architecture 

AWS makes this capability possible by turning on writer endpoints in the main region and turning them off in the 
secondary regions. Additionally, Aurora duplicates data in less than a second from main to secondary locations. 

6.3. Applications of AWS Aurora 

Here’s a breakdown of applications of synchronisation strategies for AWS Aurora, with a focus on managing distributed 
data effectively 

• Suitable for globally distributed applications like social media, where users in various regions need fast access to 
the latest content. 

• Suitable for globally distributed applications like social media, where users in various regions need fast access to 
the latest content. 

• E-commerce sites and content-heavy applications with high read volumes can balance loads across multiple read 
replicas, ensuring responsiveness. 

• Critical data management for industries like banking or government services, where data integrity and 
recoverability are paramount. 

• Real-time analytics for IoT platforms that collect and process large sensor data require immediate data 
synchronisation. 

• Financial systems where strict data consistency is critical, such as in banking transactions or stock trading. 

7. Literature Review 

This section provides related work, a systematic review of data synchronisation strategies for distributed web 
applications using MySQL, MongoDB, and AWS Aurora. Also, Table 2 provides the summary of these literature reviews 
discussed below: 
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This Study, Ezéchiel, Kant and Agarwal (2019) data fragmentation, data allocation, and data replication are the three 
distribution techniques that are the basis of this comprehensive study on distributed database systems. Certain issues 
have been brought to light regarding the design and implementation of these initiatives. The join optimisation issue 
arises due to data fragmentation whenever a query has to combine several fragments stored in distinct locations. The 
result is a rapid reaction. This issue is recognised as an NP-Hard problem, and heuristic techniques have been 
considered for a solution. Another specific issue is data allocation, which entails determining the best way to distribute 
pieces to sites [48].  

In this study, by AlShammari (2020) developers control problems throughout development and maintenance by 
understanding the evolution and present condition of distributed system issues; this source of knowledge may be 
valuable. Under 12 overarching topics, this research examined various problems with distributed systems. Some of the 
most prominent areas of study are privacy and security, service quality, resource management, and synchronisation 
[49].  

This Study, Parvej et al. (2018) an effort to study the frameworks that provide device data consistency and 
synchronisation. These frameworks facilitate synchronisation with several clients by providing a solution to the 
unreliable connection issue via tailored replication and synchronisation procedures. Consistency and data model 
support parameters, as well as synchronisation protocol and conflict resolution approaches, are used to compare the 
frameworks[50].  

In this study, Győrödi et al. (2022) MongoDB and document-based MySQL, two prominent document-based NoSQL 
databases, were examined for their CRUD operations' complexity and performance, particularly about query operations. 
A comparative investigation of the effects of each database on application performance while executing CRUD queries 
is the article's primary goal. The investigation was carried out using a case-study application built using MongoDB and 
MySQL document-based databases [51]. 

This Study, Gamero et al. (2022) to examine the consequences and design compromises among two well-known DBMSs, 
SQL and NoSQL, inside a decoupled architecture. The following databases are considered: MongoDB, MySQL, and AWS 
Aurora. They look at the technologies and their related design restrictions, then compare them side by side using 
simulated stress testing based on high-fidelity industrial data and metrics from a big US manufacturer[14].  

This Study, Nam, Bang and Choi (2008) a distribution strategy and web application paradigm for portable web apps that 
can adapt to the latest developments. The method's key features include offline execution via a web server and a 
DBMS on portable discs like USB memory sticks and a click-and-run interface for installing, configuring, and running 
web applications. Developing a basic application platform and package builder that supports Ruby and PHP apps has 
validated the approach[52].  

Table 2 summarises the relevant work by outlining the main points and stages. 

Table 2 Summary of the related work with key areas/phases discussed 

Reference Topic Tools, 
Techniques, 
Databases 

Challenges 
Addressed 

Comparison 
Parameters 

Applications/ 

Implications 

Future Work 

[48] Distribute
d Database 
Strategies 

Heuristic 
approaches, 
distributed 
database 
systems 

Join 
optimisation, 
high response 
time, data 
allocation 

Distribution 
strategies: 
fragmentatio
n, allocation, 
replication 

Insights for 
database designers 
in optimising 
distributed 
database 
performance 

Explore 
advanced 
optimisation 
techniques and 
AI-driven 
allocation models 

[49] Issues in 
Distribute
d Systems 

Distributed 
systems 
frameworks, 
resource 
management 
techniques 

Security/priv
acy, quality of 
service, 
resource 
management 

Themes: 
security, 
privacy, QoS, 
synchronisat
ion 

Developers gain a 
better 
understanding of 
distributed system 
challenges and 
management 
strategies. 

Develop more 
robust 
frameworks for 
resolving 
synchronisation 
and scalability 
issues. 
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[50] Data 
Consistenc
y & 
Synchroniz
ation 
Framewor
ks 

Synchronisat
ion 
protocols, 
conflict 
resolution 
techniques, 
replication 
frameworks 

Unreliable 
connections, 
conflict 
resolution 

Consistency, 
data model 
support, 
synchronisat
ion protocol, 
conflict 
resolution 

Synchronisation of 
data for multiple 
clients in 
distributed 
environments 

Investigate real-
time 
synchronisation 
for edge devices 
under highly 
unreliable 
conditions 

[51] NoSQL vs 
SQL 
Database 
Behavior 

MongoDB, 
MySQL, 
CRUD 
analysis tools 

CRUD query 
performance 

Complexity 
and 
performance 
of CRUD 
operations 

Assessment of the 
impact of database 
choice on 
application 
performance 

Extend to other 
NoSQL databases 
and analyse in 
different 
application 
domains 

[14] Decoupled 
Architectu
re in DBMS 

MongoDB, 
MySQL, AWS 
Aurora, 
industrial 
data 
simulation 
tools 

Design trade-
offs, 
technological 
constraints 

Metrics: 
performance
, scalability, 
design 
constraints 

Identification of 
design trade-offs 
for industrial 
database 
management 

Evaluate new 
decoupled 
architectures 
using cloud-
native 
technologies 

[52] Portable 
Web 
Applicatio
ns 

Ruby, PHP, 
embedded 
DBMS, 
package 
builder tools 

Offline 
execution, 
installation 
ease 

Offline 
functionality, 
portability, 
ease of use 

Improved 
portability and 
execution of web 
applications in 
environments with 
limited online 
access 

Explore 
integration with 
modern 
containerisation 
technologies for 
enhanced 
portability. 

8. Conclusion and Future Work 

The efficiency of data synchronisation is crucial for a positive user experience, good reliability, and performance of 
distributed web applications utilising MySQL, MongoDB, and AWS Aurora. This review has established that each system 
of the databases has its distinct features which determine its synchronisation, although MySQL has the advantage of 
high consistency due to the capability of strong transactions, it has limited flexibility in document-based environments. 
On the other hand, AWS Aurora provides advantages such as effortless scaling and high availability thanks to its cloud 
design. Varying consistency models have trade-offs, which are also important in determining how an application will 
function and the overall experience the end user has. Hybrid synchronisations are gaining ground as they focus on 
strengths of different databases to improve consistency and fault tolerance. As society changes, the need for smart 
synchronisation techniques that adapt to the load and usage patterns is more evident. In terms of future perspectives, 
looking at more advanced synchronisation mechanisms with artificial intelligence elements enabling auto-detection 
and auto-resolution of data conflicts in real time is suggested. It will also be useful to explore the role of decentralised 
structures and edge computing in synchronising distributed systems in solving the problems of contemporary web 
applications. 
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