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Abstract

An iterative process that converges to one of the many local minima is used in practical clustering methods. K-means
clustering is one of the most well-liked clustering methods. It is well known that these iterative methods are very
susceptible to the initial beginning circumstances. In order to improve K-means clustering's performance, this research
suggests a novel method for choosing initial centroids. The suggested approach is evaluated with online access records,
and the results demonstrate that better initial starting points and post-processing cluster refinement result in better
solutions.
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1. Introduction

Clustering techniques have become very popular in a number of areas, such as engineering, medicine, biology, and data
mining [1,2]. A good survey on clustering algorithms can be found in [3]. The k-means algorithm [4] is one of the most
widely used clustering algorithms. The algorithm partitions the data points (objects) into C groups (clusters), so as to
minimize the sum of the (squared) distances between the data points and the center (mean) of the clusters.

To apply the k-means algorithm, do the following:

e Choose C data points to initialize the clusters

e Foreachdatapoint, find the nearest cluster center that is closest and assign that data point to the corresponding
cluster

e Update the cluster centers in each cluster using the mean of the data points which are assigned to that cluster

e Repeat steps 2 and 3 until there are no more changes in the values of the means

In spite of its simplicity, the k-means algorithm involves a very large number of nearest-neighbor queries. The high time
complexity of the k-means algorithm makes it impractical for use in the case of having a large number of points in the
data set. Reducing a large number of nearest neighbor queries in the algorithm can accelerate it. In addition, the number
of distance calculations increases exponentially with the increase in the dimensionality of the data [5-7].

Many algorithms have been proposed to accelerate the k-means. In [5,6], the use of kd- trees[8] is suggested to
accelerate the k-means. However, backtracking is required, a case in which the computation complexity is increased [7].
Kd-trees are not efficient for higher dimensions. Furthermore, it is not guaranteed that an exact match of the nearest
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neighbor can be found unless some extra search is done as discussed in [9]. Elkan [10] suggests the use of triangle
inequality to accelerate the k-means. In [11], itis suggested to use RTrees. Nevertheless, R-Trees may not be appropriate
for higher dimensional problems. In [12-14], the Partial Distance (PD) algorithm has been proposed. The algorithm
allows early termination of the distance calculation by introducing a premature exit condition in the search process.

In this study, we propose a new algorithm to accelerate the k-means by choosing the initial centroids based on statistical
modes. The paper is organized as follows: the following section presents the general k-means algorithm. Section 3
presents our proposed initial refinement procedure. Section 4 presents the results and the work is concluded in section
5.

2. Standard K-Means Algorithm

One of the most popular clustering techniques is the k-means clustering algorithm. Starting from a random partitioning,
the algorithm repeatedly (i) computes the current cluster centers (i.e. the average vector of each cluster in data space)
and reassigns each data item to the cluster whose centre is closest to it. It terminates when no more reassignments take
place. By this means, the intra- cluster variance, that is, the sum of squares of the differences between data items and
their associated cluster centers is locally minimized. k - Means’ strength is its runtime, which is linear in the number of
data elements, and its ease of implementation. However, the algorithm tends to get stuck in suboptimal solutions
(dependent on the initial partitioning and the data ordering) and it works well only for spherically shaped clusters. It
requires the number of clusters to be provided or to be determined (semi-) automatically. In our experiments, we run
k-means using the correct cluster number _

1. Choose a number of clusters k
2. Initialize cluster centers @1,... @k
a. Could pick k data points and set cluster centers to these points
b. Or could randomly assign points to clusters and take means of clusters
3. For each data point, compute the cluster center it is closest to (using some distance measure) and assign the
data point to this cluster.
Re-compute cluster centers (mean of data points in a cluster)
Stop when there are no new re-assignments.

vl

3. Initial refinement

The initial cluster centers are normally chosen either sequentially or randomly as given in the standard algorithm. The
quality of the final clusters is based on these initial seeds. It may lead to alocal minimum; this is one of the disadvantages
in k- means clustering. To avoid this, in our proposed method, we are selecting the modes of the data vector as initial
cluster centers. Based on the number of clusters, the modes are selected one after another. Initially, the first mode value
is selected as the center for the first cluster and the next highest frequently occurred value is (next mode value) assigned
as the center for the next cluster. With this modification, the k-means algorithm is tested with web usage data received
from the  Graphic, Visualization, &  Usability = Center's (GVU) 8th WWW  User Survey
(http://www.cc.gatech.edu/gvu/user_surveys/surve y-1998-10/). This web usage dataset contains a total of 10104
instances with 72 attributes. GVU runs the Surveys as a public service and as such, all results are available online. And
the data set is clustered based on the users’ occupation type such as computer, management, professional, education,
and others.

4, Results

For clustering, two measures of cluster “goodness” or quality are used. One type of measure that allows us to compare
different sets of clusters without reference to external knowledge is called an internal quality measure. As mentioned
in the previous section, we will use a measure of “overall similarity” based on the pairwise similarity of data items in a
cluster. The other type of measure lets us evaluate how well the clustering is working by comparing the groups produced
by the clustering techniques to known classes. This type of measure is called an external quality measure. One external
measure is entropy [15], which provides a measure of “goodness” for un-nested clusters or for the clusters at one level
of hierarchical clustering. Another external measure is the F-measure, which, as we use it here, is more oriented toward
measuring the effectiveness of hierarchical clustering. The F measure has a long history but was recently extended to
data item hierarchies in.
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There are many different quality measures and the performance and relative ranking of different clustering algorithms
can vary substantially depending on which measure is used. However, if one clustering algorithm performs better than
other clustering algorithms on many of these measures, then we can have some confidence that it is truly the best
clustering algorithm for the situation being evaluated. As we shall see in the results sections, the bisecting k-means
algorithm has the best performance for the three quality measures that we are about to describe.

4.1. Entropy

We use entropy as a measure of the quality of the clusters (with the caveat that the best entropy is obtained when each
cluster contains exactly one data point). Let CS be a clustering solution. For each cluster, the class distribution of the
data is calculated first, i.e., for cluster j we compute pjj;, the “probability” that a member of cluster j belongs to class i.
Then using this class distribution, the entropy of each cluster j is calculated using the standard formula

E; = _Zpij log(P;; )
7

Where the sum is taken over all classes. The total entropy for a set of clusters is calculated as the sum of the entropies
of each cluster weighted by the size of each cluster.

m
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Where n; is the size of cluster j, m is the number of clusters, and n is the total number of data points.

4.2. F measure
The second external quality measure is the F measure[16] , a measure that combines the precision and recall of ideas
from information retrieval. We treat each cluster as if it were the result of a query and each class as if it were the desired
set of data items for a query. We then calculate the recall and precision of that cluster for each given class. More
specifically, for cluster j and class i

Recall (i,j) =ni/ni

Precision(i,j) =ni / nj

Where nij is the number of members of class i in cluster j, nj is the number of members of cluster j and ni is the number
of members of class i. The F measure of cluster j and class i is then given by

F(i,j) = (2 *Recall(i,j) * Precision(i,j)) / ((Precision(i, j) + Recall(i,j))
For an entire hierarchical clustering the F measure of any class is the maximum value it attains at any node in the tree

and an overall value for the F measure is computed by taking the weighted average of all values for the F measure as
given by the following:

F = 3 ~'max{F(i,)}
Tablel. Presents the results, showing that our proposed method outperforms than the standard method.

Table 1 Clustering results with initial refinement

Methods Quality Measures | Time Complexity (in secs)
E F

Refined K-Means Standard | 0.1730 0.9614 0.516

K-means 0.2373 0.9599 0.953
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5. Conclusion

The k-means algorithm is one of the most widely used clustering algorithms. A practical approach to clustering uses an
iterative procedure that converges to one of the numerous local minima. These iterative techniques are known to be
especially sensitive to initial starting conditions. In this paper, we have proposed a novel method to improve the cluster
quality from the k-means algorithm by choosing the initial cluster centers based on statistical mode-based calculation
to allow the iterative algorithm to converge to a “better” local minimum. The proposed algorithm is tested with the web
usage data and shows that refined initial starting points of clusters lead to improved solutions. Experimental results
show that the proposed algorithm gave better results than the conventional algorithm when applied to real data sets.
At present, we are applying a Genetic Algorithm (GA) to improve the cluster quality as a post-refinement process.
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